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Prefacio 

Para la defensa del Trabajo Fin de Máster (TFM) en el Máster en Investigación en 

Inteligencia Artificial de la UNED presento una memoria tipo artículo que consiste en 

una ampliación del artículo titulado “Toward Modeling Psychomotor Performance in Karate 

Combats Using Computer Vision Pose Estimation” que he publicado en diciembre de 2021 

en la revista Sensors, indexada en JCR SCIE 2021 en Q2. Esta ampliación profundiza la 

investigación sobre los algoritmos de minería de datos más adecuados para modelar la 

ejecución de movimientos en contextos complejos donde dos usuarios interaccionan 

entre si realizando movimientos rápidos, explosivos y dependientes entre ellos, y evalúa 

una aplicación que clasifica movimientos ya predeterminados de karate recibidos a 

través de vídeo en tiempo real, incluyendo ejecuciones con y sin errores para analizar el 

rendimiento psicomotor de los karatekas.  

Así, con este trabajo de investigación he conseguido avanzar el estado del arte del HPE 

(del inglés Human Pose Estimation) en la identificación de movimientos en tiempo real 

y en modo “multipersona” que involucra a dos o más personas en la ejecución de 

movimientos, haciendo uso de técnicas de visión artificial y minería de datos. Se avanza 

en el modelado del movimiento humano monitorizando una actividad deportiva con 

movimientos rápidos y explosivos para mejorar y avanzar en el aprendizaje de las 

habilidades motoras que se desarrollan en el arte marcial objeto de estudio. Se mejora la 

clasificación de las imágenes de vídeo recibidas a través de una aplicación que utiliza el 

algoritmo visión artificial OpenPose y clasifica las posturas con algoritmos de deep 

learning. Esta aplicación se ha integrado en el sistema psicomotor inteligente 

KUMITRON que estoy desarrollando para ofrecer feedback personalizado a los usuarios 

para mejorar las habilidades motoras implicadas. 

A lo largo del desarrollo del TFM he tenido la oportunidad de publicar los avances de 

mi investigación en varios congresos indexados en el ranking de GII-GRIN-SCIE (GGS), 

donde también he recibido retroalimentación de otros investigadores que me han 

ayudado a avanzar. Concretamente:  

• ACM IUI 2021 (26th Annual Conference on Intelligent User Interface). El congreso 

ACM IUI está indexado en Clase 2 (CORE A). Título de la contribución: “KUMITRON: 

Artificial Intelligence System to Monitor Karate Fights that Synchronize Aerial Images with 

Physiological and Inertial Signals”1. 
• ACM UMAP 2021 (29th Conference on User Modeling, Adaptation and 

Personalization). El congreso ACM UMAP está indexado en Clase 3 (CORE B). Título de la 

contribución: “Punch Anticipation in a Karate Combat with Computer Vision”2. 

• AIED 2021 (22nd International Conference on Artificial Intelligence in Education). 

Seleccionado para su presentación como Evento Interactivo3, que posteriormente se 

 
1 https://dl.acm.org/doi/10.1145/3397482.3450730  
2 https://dl.acm.org/doi/10.1145/3450614.3461688  
3 https://aied2021.science.uu.nl/interactive-events/  

https://dl.acm.org/doi/10.1145/3397482.3450730
https://dl.acm.org/doi/10.1145/3450614.3461688
https://aied2021.science.uu.nl/interactive-events/


recogió como ejemplo de sistema inteligente en el Showcase de IAIED4. El congreso 

AIED está indexado en Clase 3 (CORE B). Título de la contribución: “KUMITRON: Learning 

in Pairs Karate related skills with Artificial Intelligence support”5. 

• MAIED 2021 (First International Workshop on Multimodal Artificial Intelligence in 

Education at AIED 2021). El congreso AIED está indexado en Clase 3 (CORE B). Título de 

la contribución: “KUMITRON: A Multimodal Psychomotor Intelligent Learning System to 

Provide Personalized Support when Training Karate Combats” 6. 

Además, he participado (junto con otro alumno del máster que actualmente está 

haciendo el doctorado) en la elaboración de un capítulo titulado “Intelligent Systems for 

Psychomotor Learning: A Systematic Review and two Cases of Study” para el “Handbook of 

Artificial Intelligence in Education” que se va a publicar en breve en la editorial Edward 

Elgar Publishing y que está editado por tres investigadores de gran relevancia del 

campo, los profesores Benedict du Boulay, Tanja Mitrovic y Kalina Yacef. En este 

capítulo se presenta una revisión sistemática del estado del arte del campo de los 

sistemas inteligentes de aprendizaje psicomotor, se plantea un marco para guiar su 

desarrollo y se contextualiza en dicho marco mi propuesta de investigación, consistente 

en el sistema psicomotor inteligente KUMITRON. La editorial donde se va a publicar el 

libro ocupa la posición 28 de 259 en el ranking de editoriales SPI. 

También he participado activamente en varios eventos de divulgación científica 

mostrando los avances del trabajo de investigación que iba realizando, tanto en la 

Semana de la Ciencia y la Innovación de Madrid 20207,  como en dos ediciones de la 

Feria AULA (20218 y 20229), donde mi trabajo de investigación en el Máster ha servido 

para mostrar las posibilidades de investigar al estudiar en la UNED a estudiantes de 

bachillerato para ayudarles a decidir sus estudios universitarios. Por su parte, en la Feria 

de Madrid es Ciencia de 202210 mostré a los participantes el funcionamiento del sistema 

KUMITRON y pudieron probarlo por sí mismos11. Incluso me han entrevistado en el 

programa de radio Radio 5.012. También se han recogido reseñas de mi trabajo de 

investigación en el máster en medios de comunicación como Nova Ciencia13 y la propia 

UNED14.  

 
4 https://iaied.org/showcase    
5 https://aied2021.science.uu.nl/interactive-events/  
6 http://ceur-ws.org/Vol-2902/paper7.pdf  
7 http://www.madrimasd.org/semanaciencia2020/actividad/tecnologias-inteligentes-en-las-artes-
marciales-sensores-algoritmos-y-feedback  
8 https://canal.uned.es/video/607ede0cb60923170814dcac  
9 http://portal.uned.es/portal/page?_pageid=93,71537978&_dad=portal&_schema=PORTAL  
10 https://extension.uned.es/actividad/idactividad/26445  
11 https://twitter.com/ETSIIUNED/status/1500026008426188800  
12 https://www.rtve.es/alacarta/audios/50/50-sensei-virtual-telespara-ver-juegos-

olimpicos/5894461/  
13 https://novaciencia.es/inteligencia-artificial-aplicada-al-karate/  
14 http://portal.uned.es/portal/page?_pageid=93,71398470&_dad=portal&_schema=PORTAL  

https://iaied.org/showcase
https://aied2021.science.uu.nl/interactive-events/
http://ceur-ws.org/Vol-2902/paper7.pdf
http://www.madrimasd.org/semanaciencia2020/actividad/tecnologias-inteligentes-en-las-artes-marciales-sensores-algoritmos-y-feedback
http://www.madrimasd.org/semanaciencia2020/actividad/tecnologias-inteligentes-en-las-artes-marciales-sensores-algoritmos-y-feedback
https://canal.uned.es/video/607ede0cb60923170814dcac
http://portal.uned.es/portal/page?_pageid=93,71537978&_dad=portal&_schema=PORTAL
https://extension.uned.es/actividad/idactividad/26445
https://twitter.com/ETSIIUNED/status/1500026008426188800
https://www.rtve.es/alacarta/audios/50/50-sensei-virtual-telespara-ver-juegos-olimpicos/5894461/
https://www.rtve.es/alacarta/audios/50/50-sensei-virtual-telespara-ver-juegos-olimpicos/5894461/
https://novaciencia.es/inteligencia-artificial-aplicada-al-karate/
http://portal.uned.es/portal/page?_pageid=93,71398470&_dad=portal&_schema=PORTAL


La infraestructura de recogida de datos está en proceso de solicitud de patente. 

Actualmente, está publicada en la Oficina Española de Patentes y Marcas15. También está 

publicado como WO2022008768 A1 (13.01.2022), y Número de Solicitud: OEPM 

PCT/ES2021/070433 (14.06.2021). 

Además, se ha recibido financiación del programa Ekintzaile 2021 para ser parte de un 

programa de emprendimiento recibiendo ayudas a fondo perdido de hasta 30.000 Euros 

para la creación de startups con una base tecnológica e innovadora. El programa 

Ekintzaile, gestionado por el Grupo SPRI y con un presupuesto de 3,1 millones de euros. 

También se está recibiendo asesoramiento del COIE de la UNED orientado a la creación 

de una empresa de base tecnológica centrada en el sistema inteligente psicomotor 

KUMITRON, dentro del VIII edición del Programa de Creación de Empresas16. 

Antes de terminar, me gustaría destacar que la investigación realizada hasta la fecha ha 

tenido ya impacto, puesto que además de quedar finalista en el Premio Toribio 

Echevarría 202117,  algunos de mis trabajos han sido ya citados por otros investigadores, 

destacando las siguientes citas recibidas en publicaciones científicas:  

• “Keep Me in the Loop: Real-Time Feedback with Multimodal Data” 

(https://doi.org/10.1007/s40593-021-00281-z). Revista International Journal of 

Artificial Intelligence in Education. Publicado online en noviembre 2021. 

• “Unified End-to-End YOLOv5-HR-TCM Framework for Automatic 2D/3D Human 

Pose Estimation for Real-Time Applications”18. Revista JCR SCIE Sensors. Publicado 

online en julio 2022.  

• “A Survey on Deep Learning Architectures in Human Activities Recognition 

Application in Sports Science, Healthcare, and Security”19. Proceedings of the ICR’22 

International Conference on Innovations in Computing Research (ICR 2022). 

Publicado online en agosto de 2022.  

Por último, me gustaría manifestar que todos estas contribuciones no habrían sido 

posibles sin el apoyo, dedicación y orientaciones de la profesora Olga Santos, mi tutora 

en el máster y directora del TFM, quién me ha brindado la posibilidad de combinar mis 

inquietudes científicas con una de mis aficiones. Esta investigación está enmarcada en el 

escenario "SC4 habilidades motoras" liderado por la Dra. Santos en el proyecto de 

investigación INT2AFF (INTelligent INTra-subject development approach to improve 

actions in AFFect-aware adaptive educational systems) financiado por el Ministerio de  

Ministerio de Ciencia, Innovación y Universidades (PGC2018-102279-B-100). 

En Elgoibar, a 16 de septiembre de 2022 

Jon Echeverría San Millán 

 

 
15 https://invenes.oepm.es/InvenesWeb/detalle?referencia=PCT/ES2021/070433  
16 https://www2.uned.es/bici/Curso2021-2022/220221/18-anexoII.pdf  
17 https://www.toribioechevarria.com/finalistas-2021/  
18 https://www.mdpi.com/1424-8220/22/14/5419  
19 https://link.springer.com/chapter/10.1007/978-3-031-14054-9_13  

https://doi.org/10.1007/s40593-021-00281-z
https://invenes.oepm.es/InvenesWeb/detalle?referencia=PCT/ES2021/070433
https://www2.uned.es/bici/Curso2021-2022/220221/18-anexoII.pdf
https://www.toribioechevarria.com/finalistas-2021/
https://www.mdpi.com/1424-8220/22/14/5419
https://link.springer.com/chapter/10.1007/978-3-031-14054-9_13
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Abstract: Technological advances enable the design of systems that interact more closely with hu-

mans in a multitude of previously unsuspected fields. Martial arts are not outside the application 

of these techniques. From the point of view of the modeling of human movement in relation to the 

learning of complex motor skills, martial arts are of interest because they are articulated around a 

system of movements that are predefined, or at least, bounded, and governed by the laws of Physics. 

Their execution must be learned after continuous practice over time. Literature suggests that artifi-

cial intelligence algorithms, such as those used for computer vision, can model the movements per-

formed. Thus, they can be compared with a good execution as well as analyze their temporal evo-

lution during learning. We are exploring the application of this approach to model psychomotor 

performance in karate combats (called kumites), which are characterized by the explosiveness of 

their movements. In addition, modeling psychomotor performance in a kumite requires the model-

ing of the joint interaction of two participants, while most current research efforts in human move-

ment computing focus on the modeling of movements performed individually. Thus, in this work, 

we explore how to apply a pose estimation algorithm to identify attack and defense movements 

performed by both karatekas in an ippon kihon kumite (a karate combat characterized by one-step 

conventional assault) and how to model their psychomotor performance. For this, we compare, us-

ing an error threshold, the differences in the angles between the execution in the model (recorded 

in the dataset) and the current execution. These comparisons can decrease the error threshold along 

the evolution of the karatekas, thus allowing to measure the psychomotor learning progress. In ad-

dition, postural identification of both karatekas during real kumites have also been made to confirm 

the viability of our proposal. 

Keywords: human activity recognition (HAR); computer vision; deep learning; human pose estima-

tion (HPE); OpenPose; martial arts; karate 

 

1. Introduction 

The range of possible human movements is enormous. Even the simplest gesture is 

the product of the activation and interaction of numerous and different motor units, which 

in turn can respond in very different ways, according to the stimuli that trigger its action. 

It is understood that except for the so-called genetic gestures, such as suckling action in 

 
1 This document, elaborated for the Master Thesis of the Research Master on Artificial Intelligence at UNED, extends significantly 

the work already published in Sensors (JCR SCIE indexed journal, Q2 in 2021) with the advances carried out during the first year of 

the Master. The details of that paper are: Echeverria J., Santos O.C. “Toward Modeling Psychomotor Performance in Karate Combats 

Using Computer Vision Pose Estimation”. Sensors. 2021; 21(24):8378. https://doi.org/10.3390/s21248378.  
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babies or other innate reflexes, all others are learned movements. In this context, new tech-

nologies could be used to support the learning of these motor skills when their execu-

tion is complex and has to be practiced over and over until mastery.  

Human activity recognition (HAR) techniques have proliferated and focused on rec-

ognizing, identifying and classifying inputs through sensory signals, images or video, and 

are used to determine the type of activity that the person being analyzed is performing 

[1]. Following [1], human activities can be classified according to: (i) gestures (primitive 

movements of the body parts of a person that may correspond to a particular action of 

this person [2]); (ii) atomic actions (movements of a person describing a certain motion that 

may be part of more complex activities [3]); (iii) human-to-object or human-to-human inter-

actions (human activities that involve two or more persons or objects [4]); (iv) group actions 

(activities performed by a group of persons [5]); (v) behaviors (physical actions that are 

associated with the emotions, personality, and psychological state of the individual [6]); 

and (vi) events (high-level activities that describe social actions between individuals and 

indicate the intention or the social role of a person [7]. 

HAR-type techniques are usually divided into two main groups [5], [8]: (i) HAR mod-

els based on image or video, and (ii) those that are based on signals collected from accel-

erometer, gyroscope, and/or other sensors. Both approaches have advantages and weak-

nesses, although they can be compatible and offer a hybrid solution to human modeling. 

There are papers such as [9] where an exhaustive analysis is made of the techniques used 

by both approaches, the existing public datasets, ongoing research and technological chal-

lenges. In Figure 1 both approaches for the recognition of human activity are shown with 

an indication of the pre-processing and feature engineering methods approaches most 

used in each kind of HAR system. 

 

 

Figure 1: Standard pre-processing and feature engineering methods for sensor-based HAR 

and vision-based HAR (obtained from [9]) 

Due to legal and other technical issues [5], HAR sensor-based systems are increasing 

their usage. The scope of the sensors at present is large, with cheap and good quality sen-

sors able to develop any system in any sector or specific field. Compilation papers ([10], 

[11], [12]) analyze the works carried out in this field up to now. In this way, HAR-type 

systems can gather data from diverse type of sensors such as: accelerometers (e.g., see [13], 

[14]), gyroscopes, which are usually combined with an accelerometer (e.g., see [15], [16]), 

GPS (e.g., see [17], [18]), pulse-meters (e.g., see [19], [20]), magnetometers (e.g., see [21], 
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[22]) and thermometers (e.g., see [23]). As analyzed in [24], the field is still emerging, and 

inertial-based sensors such as accelerometers and gyroscopes can be used to (i) recognize 

specific motion learning units and (ii) assess learning performance in a motion unit. How-

ever, they have some disadvantages compared to video-based approaches, such as per-

sonal satisfaction (uncomfortable to wear), need for multiple devices for team activities, 

imperfect sign, and more [25], [26].  

In turn, the models developed based on images and video can provide more mean-

ingful information about the movement, as they can record the movements performed by 

the skeleton of the body. It is applicable to many aspects of the recognition and modeling 

of human activity, such as medical, rehabilitation, sports, surveillance cameras, dancing, 

human–machine interfaces, art and entertainment, and robotics [27], [28], [29], [30], [31], 

[32], [33], [34], [35]. In particular, gesture and posture recognition and analysis is essential 

for various applications such as rehabilitation, sign language, recognition of driving fa-

tigue, device control and others [36]. The creation of international challenges such as the 

ImageNet Large Scale Visual Recognition [37] in the field of computer vision analysis with 

deep learning techniques has contributed to the development of solutions using new con-

volutional algorithms: LeNet [38], AlexNet [39], VGG [40], ResNet [41], GoogleNet [42], 

etc. In this way, some of these networks are used by pose estimation algorithms. In par-

ticular, VGG is the backbone of Openpose, an algorithm that will be discussed in more 

detail later, and that will serve to help us in the identification and classification of move-

ments and postures of this work. 

The world of physical exercise and sport is susceptible to the application of these 

techniques. What is called the Artificial Intelligence of Things (AIoT) has already 

emerged, applicable to different sports [43]. In sports and exercise in general, both sensors 

and video processing are being applied to improve training efficiency ([44], [45], [46]) to 

develop sport and physical exercise systems. Regarding inertial sensor data, [47] provides 

a systematic review of the field, showing that sensors are being applied in the vast major-

ity of sports, both worn by athletes and in sport tools. However, sensor based approaches 

in sport have some limitations, such as comfort, since many athletes refuse to wear sen-

sors. In turn, several techniques based on computer vision for Physical Activity Recogni-

tion (PAR) have been used [48]: red-green-blue (RGB) images, optical flow, 2D depth 

maps, and 3D skeletons. They use diverse algorithms, such as Naive Bayes [49], Decision 

Trees [50], Support Vector Machines [51], Nearest Neighbor [52], Hidden Markov Models 

[53], and Convolutional Neural Networks [54]. A lot of money is generated around sports, 

and this means that computer vision technology is developing new tools to market in this 

field [55]. One of the most outstanding challenges of applying computer vision to sport 

today [56] is dealing with the high speed of the movements, both of athletes and accesso-

ries (ball, sport-practitioner...). 

However and despite existing challenges to detect the movements performed in com-

plex and high-speed HAR scenarios such as those in the sport domain, currently any sen-

sor-based or video-based HAR systems hardly address the problem of modeling the 

movements performed by the users from a psychomotor perspective [57], [58]. Modeling 

user psychomotor performance requires comparing the current execution of the user with the 

same user along time (within-subject or intra-subject approach) or with other users (between-sub-

ject or inter-subject approach). This modeling of the user performance would allow to pro-

vide personalized guidance to the user to improve the execution of the movements, as 

proposed in the sensing-modeling-designing-delivering (SMDD) framework described in 

[59], which can be applied along the lifecycle of technology-based educational systems 

[60].  

In this sense, the following challenges when developing intelligent psychomotor 

learning systems are pointed out in [59]: (1) modeling psychomotor interaction and (2) 

providing adequate personalized psychomotor support. One system that follows the 

SMDD psychomotor framework is KSAS, which uses the inertial sensors from a 

smartphone to identify wrong movements in a sequence of predefined arm movements 
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in a blocking set of American Kenpo Karate [61]. In turn, and also following the SMDD 

psychomotor framework, we are developing an intelligent infrastructure called KUMI-

TRON that simultaneously gathers both sensor and video data from two karate practi-

tioners [62], [63] to offer expert advice in real time for both practitioners on the karate 

combat strategy to follow. By applying sensors and computer vision we get the ad-

vantages of both approaches for human movement computing. KUMITRON can also be 

used to train motion anticipation performance in karate practice, based on improving pe-

ripheral vision, using computer vision filters [64]. 

The martial arts domain is useful to contextualize the research on modeling the 

user performance level on the psychomotor activity since martial arts require develop-

ing and working on psychomotor skills to progress in the practice. In fact, in martial arts 

the performance level of the practitioners is defined using colored belts [65]. From the 

point of view of the modeling of human movement in relation to the learning of high-

speed and complex motor skills, martial arts are of interest because they are articulated 

around a system of movements that are predefined, or at least, bounded, and governed 

by the laws of Physics [66]. 

Nonetheless, there are several challenges for the development of intelligent psycho-

motor systems for martial arts [67]: (1) improve movement modeling and, specifically, 

movement modeling in combat; (2) improve interaction design to make the virtual learn-

ing environment more realistic (where available); (3) design motion modeling algorithms 

that are sensitive to relevant motion characteristics but insensitive to sensor inaccuracies, 

especially when using low cost wearables; and (4) create virtual reality environments 

where realistic force feedback can be provided. 

Karate is one of the most known martial arts [68]. To understand the impact of karate 

on the practitioner, there is a fundamental reading by its founder [69]. The physical work 

and coordination of movements can be practiced individually by performing forms of 

movements called “katas”, which are developed to train from the most basic to the most 

advanced movements. In turn, the karate combat (called “kumite”) is developed by earn-

ing points on attack techniques that are applied to the opponent in combat. The different 

scores that a karateka (i.e., karate practitioner) can obtain are: Ippon (3 points), Wazari (2 

points) and Yuko (1 point). The criterion for obtaining a certain point in kumite is condi-

tioned by several factors, among others, that the stroke is technically well executed [70] 

(thus, properly taking advantage of the physics in karate [71]). Therefore karatekas must 

polish their fighting techniques to launch clear and high-speed winning shots that are 

rewarded with a good score. The training of the combat technique can be performed 

through the katas (individual movements that simulate fighting against an imaginary op-

ponent), or through Kihon kumite exercises, where one practitioner has to apply the tech-

niques in front of a partner, with the pressure that this entails. 

There are some works that develop and apply movement modeling to the study of 

the technique performed by karatekas, but only individually [72], [73], [74]. However, in 

our work, we are exploring if it is also feasible to develop and apply computer vision 

techniques to other types of exercises in which the karateka must apply the techniques 

with the pressure of an opponent, such as in Kihon kumite exercises. Thus, in the current 

work, we focus on how to model the movements performed in a kumite by processing 

video recordings obtained with KUMITRON when performing the complex and high-

speed dynamic movements of karate combats to be able to model the user performance, 

and thus, to compare the current execution with previous ones of the same user or with 

executions from other users. To approach the processing, we divide the movement into 

the different stances or postures (or poses, as commonly used in the technical jargon) the 

user takes when performing the kumite.  

In this context, we address the following research question: “Is it possible to detect and 

identify the postures (poses) within a karate combat among two karate practitioners using computer 

vision techniques in order to model the psychomotor performance of each practitioner, that is, to 
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compare the current execution with previous ones of the same user or with executions from other 

users?”.  

To resolve this issue, our long-term approach is oriented to combine both the per-

spective of sensors and computer vision, as proposed in [62]. However, in the current 

research reported in this work we focus only on the progress we have made so far regard-

ing the computer vision algorithms. Thus, the main objective of the current work is to 

explore the algorithm support required to develop an intelligent system capable of iden-

tifying the postures performed during a karate combat and compare them with the way 

they were performed in previous kumite executions of the same or different users. In this 

way, personalized feedback can be provided, when needed, to improve the performance 

in the combat, thus, supporting psychomotor learning with technology. The novelty of 

our current research lies in applying computer vision to an explosive activity where an 

individual interacts with another while performing rapid and strong movements that 

change quickly in reaction to the opponent’s actions. According to the review of the field 

in human movement computing that is reported next, computer vision has been applied 

to identify postures performed individually in sports in general and karate in particular, 

but we have not found postural identification in the interaction of two or more individuals 

performing the same activity together.  

Thus, and in addition to contributing to the development of an innovative intelligent 

psychomotor system based on data-driven knowledge, our research seeks to offer a series 

of advantages in the learning of martial arts, such as studying the movements of practi-

tioners in front of opponents of different heights, in real time and in a fluid way, which 

can have an impact in the modeling of the user performance in the kumite. It is also in-

tended to use the advances of this study to improve the technique of karate practitioners 

applying explosive movements, which is essential for the assimilation of the technique 

and hence, achieve improvement in the performance of the movements, according to psy-

chomotor theories [75]. 

The rest of the paper is structured as follows. Related works are in Section 2. In Sec-

tion 3 we select the computer vision algorithm used and present the methodology to iden-

tify the user poses within the movements executed as well as the psychomotor modeling 

approach. In Section 4, we justify the need to develop our own dataset and describe the 

dataset obtained to carry out the research. After that, in Section 5 we analyze the results 

obtained in this research. In Section 6, we discuss the results, the limitations and suggest 

some ideas for future work. Finally, conclusions are gathered in Section 7. 
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2. Related Works 

The introduction of new technologies and computational approaches is providing 

more opportunities for human movement recognition techniques that are applied to 

sports. The extraction of activity data, together with their analysis with data mining algo-

rithms is making the training efficiency higher. Barla [76] describes seven applications of 

human pose estimation: i) AI-powered personal trainers, ii) robotics, iii) motion capture, 

iv) augmented reality, v) athlete pose detection, vi) motion tracking for gaming, and vii) 

infant motion analysis. In this context, we align with the fifth point, where pose detection 

can help players to improve their technique and achieve better results. Apart from that, 

pose detection can be used to analyze and learn about the strength and weaknesses of the 

opponent, which is key for professional athletes and their trainers. 

Through the acronym HPE (Human Pose Estimation), studies have been found in 

which different technologies are applied that seek to model the movement of people when 

performing physical activities. Human modeling technologies have been applied for the 

analysis of human movements in sport as described in [77]. In particular, different com-

puter vision techniques can be applied to detect athletes, estimate pose, detect movements 

and recognize actions [78]. Currently, mainstream sports have begun to use HPE tech-

niques in practice and competition [79], [80], [56]. 

In our research, we focus on posture detection within a movement to support the 

modeling of the user performance by comparing different executions of the same postures 

of the movement by different users or by the same user along time. Thus, we have re-

viewed works that delve into existing methods: skeleton based models, contour-based 

models, etc. As discussed in [81], [82], [83], 3D computer vision methodologies can be used 

for the estimation of the pose of an athlete in 3D, where the coordinates of the three axes 

(x, y, z) are necessary, and this requires the use of depth-type cameras, capable of estimat-

ing the depth of the image and video received. 

Martial arts, similar to sport in general, is a discipline where human modeling tech-

niques and HPE are being applied [84], [85], [86]. Motion capture (mocap) approaches are 

sometimes used and can add sensors to computer vision for motion modeling, combining 

the interpretation of the video image with the interpretation of the signals (accelerometer, 

gyroscope, magnetometer, GPS). In any case, the pose estimation work is usually per-

formed individually [87], [88], while the martial artist performs the techniques by them-

selves. 

The most recent HPE methods are classified into bottom-up and top-down ap-

proaches, depending on how they operate. Bottom-up approaches [89], [90], [91], [92] first 

detect individual body joints and then group them into people. On the other hand, top-

down approaches [93], [94], [95], [96] first detect people bounding boxes and then predict 

their joint locations within each region. We will work the bottom up approach, which is 

OpenPose's way of extracting and allocating keypoints. 

Other approaches to develop martial art systems relay on virtual reality (VR). In par-

ticular, VR techniques have been used to project the avatar or the image of martial artists 

to a virtual environment programmed in a video game for individual practice. For in-

stance, [97] combines VR and computer vision in karate training concluding that VR train-

ing is useful to improve response behavior in young karate athletes. Following this line of 

research, [98] has analyzed the improvement of "Soto Uke", a defensive karate technique, 

using VR, concluding that VR is a suitable tool to acquire sport-specific techniques, espe-

cially for beginners. In this sense, although the improvement of motor activity using VR 

has not yet been substantially confirmed, improvements have been found in training in 

areas such as: i) motivation of practitioners to use new technologies, ii) better training 

programs (the virtual opponent never gets tired), iii) variety of exercises for the different 

practitioners of a sports class that frees the instructor to control many people at the same 

time. Thus, and in addition to karate [99], VR is being explored in different sports such as 
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juggling [100], throwing darts [101] and baseball batting [102]. Moreover, hybrid systems 

for martial arts training [103] are being designed that combine VR and corporal lords.  

The application of computer vision algorithms in the martial arts domain not only 

focuses on the identification of the pose and the movement of the users, but there are also 

advances in the prediction of the next attack, which can also depend on the user fighting 

style. For this, the user can be monitored using residual RGB and CNN network frames 

to which LSTM neural networks are applied that predict the next attack movement in 2D 

[104]. Moreover, computer vision together with sensor data can also be used to record 

audiovisual teaching material for Physics learning from the interaction of two (human) 

bodies as in Phy+Aik [105], where Aikido techniques practiced in pairs are monitored and 

used to show Physics concepts of circular motion when applying a defensive technique to 

the attack received.  

The classification of postures by computer vision is not only of interest to help nov-

ices and experts when training, but this technology is also being used in sport competi-

tions, for instance, to support referees in Kung Fu championships ([106], [107]). Karate 

was included in the Tokyo Olympics, and thus, there have been efforts in applying new 

technologies to the modeling of its movements from a computing perspective to improve 

the practitioners’ psychomotor performance. In this sense, [108] has reviewed the technol-

ogies used in twelve articles to analyze the “mawasi geri” (side kick) technique, finding 

that several kinds of inputs, such as 3D video image, inertial sensors (accelerometers, gy-

roscopes, magnetometers) and EMG sensors can be used to study the speed, position, 

movements of body parts, working muscles, etc. There are also studies on the “mae geri” 

movement (forward kick) using the Vicon optical system (with twelve MX-13 cameras) to 

create pattern plots and perform statistical comparison among expert karatekas who per-

formed the technique [109]. Sensors are also used for the analysis of karate movements 

(e.g., [110], [111], [112]) using Dynamic Time Warping and Support Vector Machines. In 

this context, it is also relevant to know that datasets of karate movements (such as [113]) 

have been created for public use as in the above works, but they only record individual 

movements. 

Kinematics has also been used to analyze intra-segment coordination due to the im-

portance of speed and precision of blows in karate as in [114], where a Vicon camera sys-

tem consisting of seven cameras (T10 model) is used. These cameras capture the markers 

that the practitioners wear, and which are divided into sub-elite and elite groups. In this 

way, a comparison of the technical skill among both groups is made. Using a gesture de-

scription language classifier and comparing it with Markov models, different karate tech-

niques individually performed are analyzed to determine the precision of the model [74]. 

In addition to modeling the techniques performed individually, some works have 

focused on the attributes needed to improve the performance in martial arts practice. For 

instance, VR glasses and video have been used to improve peripheral vision and anticipa-

tion [97], [115], which has also been explored in KUMITRON [64] with computer vision 

filters. 

The conclusion that we reached after the literature review carried out is that new 

technologies are being introduced in many sectors, including sports, and hence, martial 

arts are not an exception. The computation approaches that can be applied vary. In some 

cases, the signals obtained from sensors are processed, in others computer vision algo-

rithms are used, and sometimes both are combined (as in the intelligent psychomotor sys-

tem called KUMITRON that we are developing). In the case of karate, studies are being 

carried out, although mainly focus on analyzing how practitioners perform the techniques 

individually, and some have developed public datasets for this purpose. Thus, an oppor-

tunity has been identified to study if existing computational approaches can be applied 

to model the movements during the joint practice of several practitioners performing 

quick and explosive movements. In this context, in addition to the individual physical 

challenge of making the movement in the correct way, other variables such as orientation, 
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fatigue, adaptation to the anatomy of another person, or the affective state can be of rele-

vance to model the user psychomotor performance when the motor interaction is per-

formed in pairs and the execution of one of the practitioners depends on the movement 

performed by the other. Nevertheless, none of the works reviewed uses the modeling of 

the motion to evaluate the psychomotor performance such that appropriate feedback 

can be provided when needed to improve the technique executed. Since computer vision 

seem to produce good results for HPE, in this paper we explore existing computer vision 

algorithms that can be used to estimate the pose of karatekas in a combat, select one and 

use it on a dataset that we had to create with some kumite movements aimed to address 

the research question raised in the introduction, which focuses on detecting and identify-

ing the karateka poses within a kumite movement in order to compare the current execu-

tion with previous ones of the same user or with executions from other users.  

3. Approach 

The modeling of the psychomotor performance is key to support the learning of mo-

tor skills [116] and is one of the steps defined in the SMDD framework [59]. Following the 

SMDD framework, in the current work, the sensing of the movement is done with com-

puter vision techniques. The modeling normally involves a comparison of the movements 

of an apprentice against the movement of an expert, but it can compare different execu-

tions of the same user or with other users. In any case, a recent systematic review [58] 

highlights the need for more research to design appropriate psychomotor feedback, and 

the importance of students being able to get advice to improve their motor skills, both 

with immediate delivery or getting feedback after the training has been completed. 

In order to address the research question of the current work with the focus on how 

to model the psychomotor performance of each karate practitioner in the kumite compar-

ing the current execution with previous ones of the same user or with executions from 

other users for each of the postures identified, we have studied different technical aspects 

of karate. According to the literature [117], [118] importance is given to the correct posture 

and settlement of the lower body. 

In this section, we present some computer vision algorithms that can be used for HPE 

and present the methodological approach proposed to answer the research question. 
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3.1. Computer Vision Algorithms for Human Pose Estimation 

HPE is a fundamental computer vision problem aiming to extract the posture of hu-

man bodies from input images by estimating the locations and connections of body seg-

ments [119], [120], [121], [122], [123]. They can follow both pre-processing approaches 

mentioned in Figure 1. On the one hand, the background construction works recording 

videos of the activity from a fixed camera. On the other hand, for foreground extraction-

based segmentation, human activities are recorded by a pan-tilt-zoom camera or camera 

mounted on moving objects, such as moving robots, cars, and unmanned aerial vehicles. 

Depending on the activity, one or the other should be applied. For example, for cycling 

there is no other option than to work with mobile cameras, although their efficiency is 

lower for tracking than fixed ones. Figure 2 shows a classification of HPE based on the 2D 

or 3D dimensions considered in the video image, as well as if there is one several people 

on the image. 

 

Figure 2: Taxonomy of human pose estimation HPE (obtained from [124]) 

For this work we have selected the simplest technique, which is to recognize the 

movement made by a person in 2D, and then increase the complexity by applying the 

multiperson in 2D. To work with 3D, we need to use specific hardware (depth-type cam-

eras), so if the first approach is positive, further investigation and acquisition of hardware 

will follow. 

After the analysis of the state of the art, we have identified several computer vision 

algorithms that produce good results for HPE, and which are listed in Table 1. According 

to the literature, the top three algorithms from Table 1 offering best results are WrnchAI, 

OpenPose and AlphaPose. Several comparisons with varied conclusions have been made 

among them. According to LearnOpenCV [125], WrnchAI and OpenPose offer similar fea-

tures, although WrnchAI seems to be faster than OpenPose. In turn, [126] concludes that 

AlphaPose is above both when used for weight lifting in 2D vision. Other studies such as 

[127] find OpenPose superior and more robust when applied to real situations outside of 

the specific datasets such as MPII [128] and COCO [129] datasets.  
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Table 1: Description of existing computer vision algorithms for pose estimation. 

Pose Estimation 

Algorithms 
Description 

AlphaPose  

(https://github.com/MV

IG-SJTU/AlphaPose, ac-

cessed on 28 November 

2021) 

 

Presented in 2016 [130], it is an algorithm that allows estimating 

the pose of one or more individuals. It is the first open source sys-

tem that has reached the following records: 80+ mAP (82.1 mAP) 

on MPII dataset and 70+ mAP (72.3 mAP) on COCO dataset. This 

means that the algorithm is more precise in detecting keypoints in 

comparison with others. AlphaPose is free to use and distribute 

as long as it is not used for commercial purposes. 

DeepCut 

(https://github.com/el-

dar/deepcut, accessed 

on 28 November 2021) 

System developed in 2016 [131] presented as a multi-person com-

puter vision system, with deeper, stronger and faster features 

compared to the state of the art at that time. It works bottom-up 

for image treatment. The way of working is to detect the people 

who are in an image to later predict the joint locations. It can be 

applied to both images and video of sports such as baseball, ath-

letics or soccer. 

Deep Pose 

(https://github.com/mit

mul/deeppose, accessed 

on 28 November 2021) 

An algorithm presented in 2014 [132] that estimates the human 

pose using Deep Neural Networks (DNN). To do this, a regres-

sion based on DNN is performed to estimate the joints. In chal-

lenges of precision in the classification of images [133], DeepPose 

obtained better results than the rest of the works, becoming a 

benchmark of that moment. 

DensePose 

(https://github.com/fa-

cebookre-

search/DensePose, ac-

cessed on 28 November 

2021) 

It is an algorithm developed in 2018 by members of Facebook 

[134] that maps the pixels of the human body in 2D to turn it into 

a 3D surface that covers the human body. It serves one or more 

individuals. It is being used to determine the surface of the human 

body for different purposes such as trying on virtually an article 

of clothing on the avatar created for oneself. 

High Resolution Net 

(HRNet) 

(https://github.com/HR

Net/HigherHRNet-Hu-

man-Pose-Estimation, 

accessed on 28 Novem-

ber 2021) 

Neural network architecture for the estimation of human pose de-

veloped in 2019 by Microsoft [135]. It is also used for semantic 

segmentation and object detection. Despite being a relatively new 

model, it is becoming a benchmark in the field of computer vision 

algorithms. It has been the winner in several computer vision 

tournaments, for example in ICCV2019 [136]. It is a useful archi-

tecture to implement in the postural analysis of televised events 

since it makes high-resolution estimates of postures. 

OpenPose 

(https://github.com/CM

U-Perceptual-Compu-

ting-Lab/openpose, ac-

cessed on 28 November 

2021) 

Computer vision algorithm for the estimation of pose in real time 

of several people in 2D developed in 2017 [137]. It has undergone 

functionalities extensions, and currently allows to be used in 3D, 

hand point detection, face detection, and work with Unity. The 

OpenPose API allows obtaining the image from various devices: 

recorded video, streaming video, webcam, etc. Other hardware is 

also supported, such as CUDA GPUs, OpenCL GPUs, and CPU-

only devices. 

PoseNet 

(https://github.com/ten-

sorflow/tfjs-mod-

els/tree/master/posenet, 

It is a pose estimator for a single person or several people, offering 

17 keypoints with which to model the human body. It was devel-

oped in 2015 [138]. At first, it was aimed at lightweight devices 
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Pose Estimation 

Algorithms 
Description 

accessed on 28 Novem-

ber 2021) 

such as mobile phones or browsers, although today it has ad-

vanced and improved performance. 

WrnchAI 

(https://go.hinge-

health.com/wrnch, ac-

cessed on 28 November 

2021) 

WrnchAI is a human deposit estimation algorithm developed by 

a company based in Canada in 2014 and released only under li-

cense. It can be used for one or several individuals making use of 

the low latency engine, being a system compatible with all types 

of videos. Due to its commercial use, we could not find any scien-

tific paper describing it. 

Yolo-Pose 

(https://github.com/T

exasInstru-

ments/edgeai-

yolov5) 

Developed by a team of engineers [139] at Texas Instru-

ments Inc. YOLO is a region network that enables real-time 

object detection. It is fast and precise and can process im-

ages at 30 FPS. Furthermore it is possible to tradeoff be-

tween speed and accuracy simply by changing the size of 

the model without needing to retrain it. The main ad-

vantages of YOLO compared to other classifiers is that it 

looks at the entire image only once at the time of the test, so 

the predictions are informed by the global context of the im-

age, and it also makes predictions using only a single neural 

network. 
 

From our own review, we conclude that OpenPose is the HPE algorithm that has 

generated more literature works and seems to have the largest community of developers. 

OpenPose has been used in multiple areas: sports [140], telerehabilitation [141], HAR 

[142], [143], [144], artistic disciplines [145], identification of multi-person groups [146], and 

VR [147]. Thus, we have selected OpenPose algorithm for the HAR processing of this 

research due to the following reasons: (i) it is open source, (ii) it can be applied in real 

situations with new video inputs [127], (iii) there is a large number of projects available 

with code and examples, (iv) it is widely reported in scientific papers, (v) there is a strong 

developers community, and (vi) the API gives users the flexibility of selecting source im-

ages from camera fields, webcams, and others. 

3.1.1 About OpenPose  

OpenPose [137] is a computer vision algorithm proposed by the Cognitive Compu-

ting Laboratory at Carnegie Mellon University for the real-time estimation of the shape of 

the bodies, faces and hands of various people. OpenPose provides 2D and 3D multi-per-

son hotspot detection, as well as a calibration toolbox for estimating specific region pa-

rameters. OpenPose accepts many types of input, which can be images, videos, webcams, 

etc. Similarly, its output is also varied, which can be PNG, JPG, AVI or JSON, XML and 

YML. The input and output parameters can also be adjusted for different needs. OpenPose 

provides a C ++ API and works on both CPU and GPU (including versions compatible 

with AMD graphics cards). The main characteristics are summarized in Table 2. 
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Table 2: Technical characteristics of the OpenPose algorithm (obtained from 

https://github.com/CMU-Perceptual-Computing-Lab/openpose, accessed on 28 November 2021). 

 OpenPose Features 

Main functionality  

(with a plain camera) 

Detection of keypoints of several people in real time 2D. 

Body/foot keypoint estimate of 15, 18 or 25 keypoints, in-

cluding 6 foot keypoints. Execution time invariable with 

respect to the number of people detected. 

Handheld keypoint estimate of 2 × 21 keypoints. The exe-

cution time depends on the number of people detected. 

Estimation of keypoints of faces of 70 keypoints. The exe-

cution time depends on the number of people detected. 

Real-time single-person 3D 

keypoint detection 

3D triangulation of multiple unique views. 

Synchronization of Flir cameras managed. 

Compatible with Flir/Point Gray cameras. 

Calibration Toolbox 
Estimation of the distortion, intrinsic and extrinsic param-

eters of the camera. 

Input 

Image, Video, Webcam, Flir/Point Gray, IP Camera, and 

support for adding your own custom input source (e.g., 

depth camera). 

Output 

Basic image + keypoint display/save (PNG, JPG, AVI...), 

keypoint save (JSON, XML, YML...), keypoints as array 

class and support to add your own code custom output 

(e.g., some fancy user interface). 

As mentioned above, we have started by exploring the 2D solutions that OpenPose 

offers so that it can be used with different plain cameras such as the one in a webcam, a 

mobile phone or even the camera of a drone (which is used in KUMITRON system [62]). 

Applying 3D will require the use of depth cameras. 

As described in [137], OpenPose algorithm works as follows: 

1. Deep learning bases the estimation of pose on variations of Convolutional Neural 

Networks (CNN). These architectures have a strong mathematical basis on which 

these models are built: 

(𝑓 ∗ 𝑔) ≝  ∫ 𝑓(𝜏)𝑔(𝑡 − 𝜏)𝑑𝜏 =  ∫ 𝑓(𝑡 − 𝜏)𝑔(𝜏)𝑑𝜏
∞

−∞

∞

−∞

 (1) 

2. Apply ReLu (REctified Linear Unit). The rectifier function is applied to increase the 

non-linearity in the CNN. 

3. Group. It is based in spatial invariance, a concept in which the location of an object 

in an image does not affect the ability of the neural network to detect its specific char-

acteristics. Thus, the clustering allows CNN to detect features in multiple images re-

gardless of the lighting difference in the pictures and the different angles of the im-

ages. 

4. Flattening. Once the grouped featured map is obtained, the next step is to flatten it. 

The flattening involves transforming the entire grouped feature map matrix into a 

single column which is then fed to the neural network for processing. 

5. Full connection. After flattening, the flattened feature map is passed through a net-

work neuronal. This step is made up of the input layer, the fully connected layer, and 

the output layer. The output layer is where the predicted classes are provided. The 

final values produced by the neural network do not usually add up to one. However, 

it is important that these values are reduced to numbers between zero and one, which 

represent the probability of each class. This is the role of the SoftMax function.  
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𝜎: ℝ𝑘 → (0,1)𝑘
  

𝜎(𝑧)𝑗 =
ⅇ

𝑧𝑗

∑ ⅇ𝑧𝑘
𝑘

1⇐1

 for j = 1,…..,K. (2) 

 

3.2. Methodological approach 

The objective of the research introduced in this paper is to determine if computer 

vision algorithms (in this case, OpenPose) are useful to identify the movements performed 

in a Karate kumite by both practitioners so that their performance can be modeled and 

then used to provide some personalized support if needed. To answer the question, first 

we need to identify each of the postures performed by each of the karate practitioners 

along the movements in the combat. This corresponds to the modeling of atomic actions 

[3] according to [1]. Then, we need to identify the differences in the execution between 

several executions of the movements by the same or different users. Thus, a dataset is 

needed. As explained in Section 4.2, a dataset has been prepared following predefined 

Kihon Kumite movements both corresponding to attack and defense postures.  

To process the dataset, the process defined in the scheme in Figure 3 has been fol-

lowed, which shows the steps proposed for karate movement recognition using OpenPose 

algorithm to extract the features from the images and used data mining algorithms on 

these features to classify the movements. 

 

Figure 3: Steps for Karate movement recognition using OpenPose 

In Section 3.3 we outline the experiments prepared to evaluate the research question. 

3.2.1. Processing steps 

In order to classify the movements performed during the kumite, the processing of 

the dataset consists of two clearly differentiated parts: (i) the training of the classification 

algorithms of the system using the features extracted with the OpenPose algorithm, and 

(ii) the application of the system to the input of non-preprocessed movements (raw data). 

Following the classification represented previously in Figure 1, the proposed approach 
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applies semantic representation for the feature extraction based on imitating the human 

perception of an activity. These two stages identified in Figure 3 are broken down into the 

following sub-stages: 

1. Acquisition of data input: Record the movements to create the dataset to be used in 

the experiment, and later to test it. 

2. Feature extraction: Applying the OpenPose algorithm to the dataset to group ana-

tomical positions of the body (called keypoints) into triplets to calculate the angle, 

which allow generating a pre-processed input data file for algorithm training (see  

Figure 4). OpenPose allows to have the 2D position of each point (x, y). Thus, by 

having the coordinates of three consecutive points, the angle formed by those three 

with respect to the central one is calculated. An example is provided next.  

3. Train a movement classifier: With the pre-processed data from point 2, train data 

mining algorithms to classify and identify the movements. Several data mining algo-

rithms can be used for the classification in the current work generating the corre-

sponding learning models (see below). For the evaluation of the classification perfor-

mance, 10-fold cross validation is proposed, following [148], [149], [150].  

4. Test the movement classifier: Apply the trained classifier to the non-preprocessed 

input (raw data) with the movements performed by the karateka . 

5. Evaluate the performance of the classifiers: Compare the results obtained by each 

algorithm in the classification process with usual data mining metrics ([151], [152], 

[153]).  

OpenPose works with 25 keypoints (numbered from 0 to 24) for the extraction of 

input data, which are used to generate triples, as it can be seen in Figure 4. OpenPose 

keypoints are grouped into triplets of three consecutive points, which are the input attrib-

utes (angles) for classifying the output classes. To define the keypoints, OpenPose ex-

panded the 18 keypoints of COCO dataset (https://cocodataset.org/#home) with the ones 

for the feet and waist from the Human Foot Keypoint dataset (https://cmu-perceptual-

computing-lab.github.io/foot_keypoint_dataset/).  

 

Figure 4: Example of angle feature extraction from the keypoints obtained by combining COCO 

and Human Foot Keypoint datasets 

For the creation of a dataset, the relevant points are grouped three by three in the 

formation of angles, and each grouping is an attribute of the dataset. As an example, in 

Figure 4 the keypoints numbered 5, 6 and 7 that correspond to the main part "Shoulders 

https://cocodataset.org/#home
https://cmu-perceptual-computing-lab.github.io/foot_keypoint_dataset/
https://cmu-perceptual-computing-lab.github.io/foot_keypoint_dataset/
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Arm Left" are identified separately. The grouping of the keypoints in triples makes it pos-

sible to avoid the variability of the points depending on the height of the practitioners, by 

calculating their angle. In this way, a person 190 cm tall and another 170 cm tall will have 

similar angles for the same karate posture, compared to the greater variation of the key-

points due to the different height of the bodies. This allows the algorithm to be trained 

more efficiently and requires fewer inputs to achieve optimal computational performance. 

As a result, Figure 5 shows the processing flow proposed regarding the identification 

of kumite postures. On the top part of the figure, the data models are trained to identify all 

the movements selected for the study. This is done by generating a dataset with the angles 

of each karate technique, which is trained according to different data mining algorithms. 

Subsequently, these trained algorithms are to be used on real kumite movements obtained 

in real time to identify the kumite posture performed, as shown on the bottom. 

 

Figure 5: Training model (top) and the raw data input process flow (bottom) proposed in this re-

search. 

3.2.2. Data mining algorithms 

To select the data mining algorithms the types of classifiers applied in general to 

computer vision have been studied. Some works such as [154], [155], [156], [157], [158] use 

machine learning (ML) algorithms, mainly decision trees and Bayesian networks. How-

ever, deep learning (DL) techniques are more and more used for the identification and 

qualification of video images as in [159], [160], [161], [162]. In particular, a deep learning 

classification algorithm that is having very good results according to the studies found is 

the Weka DeepLearning4j algorithm ([163], [164], [165]). The Weka Deep Learning kit al-

lows to create advanced Neural Network Layers as it is explained in [166]. 

In addition to a general analysis of ML and DL algorithms, specific application to 

sports, human modeling and video image processing were also sought. The BayesNet al-

gorithm has also been used to estimate human pose in other similar experiments [167], 

[168], [169]. Another algorithm that has been applied to this type of classifications is the 

J48 decision tree [170], [171], [172]. These two ML algorithms were selected for the classi-

fication of the movements, as well as two neural network algorithms included in the 

WEKA application: the MultiLayerPerceptron (MLP) algorithm, which has also been used 

in different works as well as similar algorithms [173], [174], and the aforementioned 

DeepLearning4J. 

Note that for the implementation of the ML and DL classification models, a first ap-

proach was first made using the WEKA suite. This is a tool that provides ease of work for 
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testing quickly and efficiently. After preliminary tests with WEKA, the Keras and Scikit 

learn Python libraries were implemented to move forward and implement more efficient 

and personalized models. Thus, once the preliminary tests with WEKA were carried out, 

the algorithms were implemented in Python. Because Python is currently a very popular 

language with many libraries and resources, it combines advanced DM libraries such as 

NumPy and ScyPi, allowing Python to be one of the best performing languages for data 

mining projects. In particular, for this work, PyCharm Community 2020.3.5 has also been 

used as an IDE, to which is added the Data Analysis part using Google Colab, where the 

algorithms are trained with the usual Python libraries for data such as: NumPy, Pandas, 

SciPy, Matplotlib, TensorFlow and others. 

Once the programming libraries to be used have been decided, we advance in the 

implementation and selection of models. The algorithms to implement depend on the type 

of problem to be solved. In this case, it is a matter of identifying the karate postures per-

formed, which are unique, in such a way that an entry will not be, for example, an "orange" 

and a "pear"; or it is a “pear”, or it is an “orange” In addition, the number of postures to 

identify is predefined, so a binary model solution cannot be applied. As a similar problem, 

the classification of Iris flower types has been found, a typical problem in ML. For the 

resolution of this multiclass problem, there is literature that provides guidance on the type 

of appropriate algorithm to use in the literature ([175], [176], [177]). After studying the 

Python Scikit-learn2 libraries, the algorithms that could help us in this task were chosen: 

i) K Nearest Neighbors (KNN) ii) Random Forest (RF) iii) Support Vector Machine (SVM 

) iv) Naïve Bayes(NB) v) Logistic Regression(LR) vi) Decision Tree(DT). 

DL algorithms can be described as particular instances of a fairly simple recipe, ap-

plied to solve a particular machine learning problem. The big difference between DL and 

the rest of the learning techniques is the capacity for abstraction. Its ability to form hierar-

chies of concepts using multiple levels of representation. Abstraction is the way humans 

deal with the complexity of the world around us. DL techniques aim to automate this 

abstraction process, creating new abstractions on top of existing ones. The most common 

topology of neural networks is made up of multiple layers, each of which receives as input 

the output of the previous layer. Deep Learning techniques start from the basic idea that 

if we are able to successfully learn multiple levels of representation, we will be able to 

generalize correctly. In this case we were talking about a multiclass classification problem 

in which we assigned to each image (obtaining the keypoints) a single label from a set of 

possible ones. 

One of the networks selected for the job has been the multilayer perceptron (MLP), 

that is a feedforward artificial neural network model that maps input data sets to a set of 

appropriate outputs. An MLP consists of multiple layers and each layer is fully connected 

to the following one. The nodes of the layers are neurons with nonlinear activation func-

tions, except for the nodes of the input layer. Between the input and the output layer there 

may be one or more nonlinear hidden layers. In addition, a neural network, "NN1" has 

been designed intuitively to try to improve the results and have the flexibility to modify 

and make improvements depending on the needs. 

Thus, although statistical comparisons can be applied to ML models, the comparison 

between ML and DL models already seems more difficult since there are many parameters 

to consider when deciding which model is more suitable for our project. The Table 3 

shows different characteristics between ML and DL. 

 
2 https://scikit-learn.org/stable/modules/multiclass.html#multiclass-classification 
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Table 3: Machine Learning vs. Deep Learning (obtained from [178]) 

Characteristics Machine Learning Deep Learning 

Data Requirement Small/Medium Large 

Accuracy High accuracy Medium accuracy 

Preprocessing phase Needed Not needed 

Training time Short time Takes longer time 

Interpretability 
From easy (Tree, logistic) to 

difficult (SVM) 
From difficult to impossible 

Hardware requirement Trains on CPU Requires GPU 

 

3.3. Studies to answer the research question  

 

As explained in Figure 5, the first step consists of creating a dataset, and selecting the 

classification model based on the comparative performance results between them. Once 

this is done, video tests are performed on the application to verify, on the one hand, that 

it classifies the positions well, does not confuse them, and does not attribute a dataset label 

to other positions. That is, a posture outside the dataset is not confused with one from the 

dataset. In order to answer the research question posed in this work, we have proposed 

the following studies.  

• S1. Results of classifying the correct postures. Videos of the postures of the da-

taset will be shown to the application, without intermediate postures (move-

ments between scent and scent) and only those defined in the dataset are classi-

fied. The objective is to verify that the application is able to correctly identify the 

postures in video as with the tests of the models and the dataset. A 1-minute 

video has been prepared, with 10 seconds of each posture, to record the correc-

tion of the classification. 

• S2. Classification of scents that are not in the dataset. Some modifications are 

going to be created from the postures of the datasets, to check if similar postures 

with few modifications with respect to another of the data, is not confused by the 

application. That is, a posture outside the dataset is identified in any way, avoid-

ing false predictions. This test is important, since during the ippon kihon kumite 

intermediate postures are performed that can confuse the application and give a 

false posture. 

• S3. Posture classification of two karatekas. In this study, the videos of two ka-

ratekas during a real time kumite interaction. The postures made are those of the 

designed dataset, and to avoid noise, the images are passed without intermediate 

postures. It is verified that the received predictions coincide with the postures of 

the two karatekas. 

4. Dataset Construction 

As introduced in Section 2, there are available datasets of karate movements. How-

ever, after reviewing all the ones we have come across, none of them includes the move-

ments we required for our research as they only record individual movements. We need 

recorded karate techniques from both practitioners together to develop a pattern of kumite 

sequences. Thus, we had to create our own one3.   

 

 
3 https://raw.githubusercontent.com/Kumitron/OpenPoseDataset/main/JohnyXX_LyR_juntos_2.csv 
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4.1. Available Online Open Datasets 

There are currently multiple repositories of public datasets on the Internet. In fact 

Google has created a specific search engine for public datasets (https://datasetsearch.re-

search.google.com/). Other well-known datasets repositories are: Kaggle4 repository, UCI 

Machine Learning Repository5 or Microsoft Datasets6.  

Regarding human movement modeling, there are also several datasets such as 

COCO7 and MPII8, where there are images and videos recorded of people performing 

different types of activities. Regarding martial arts in general and karate in particular, 

many of the scientific papers create their own dataset for their projects [179], [180]. In Ta-

ble 4, the repositories of public datasets of martial arts that we have found are compiled. 

Despite not having found datasets that fit our needs (i.e., recordings of kumite interac-

tions), we found interesting repositories that may help us in future work or extensions of 

our research. 

Table 4: Martial arts open datasets 

N. Dataset Description Karate movements  

1 Martial Arts, 

Dancing and 

Sports 

(MADS) [87] 

Two martial art masters, two danc-

ers and an athlete performed these 

actions while being recorded with ei-

ther multiple cameras or a stereo 

depth camera. The depth data (ste-

reo image) was captured at 10 fps or 

20 fps. The resolution of the images 

is 1024 × 768. The MADS dataset con-

tains 5 action categories (Tai-chi, Ka-

rate, Jazz dance, Hip-hop dance, and 

Sports), totalling about 53,000 

frames. 

Katas and special movements: 3000 

frames in total. 

1. “Second Basic Form” (“Fukyu-

gata Ni”)  

2. “Third Basic Form” (“Fukyu-

gata Sandan”) 

3. “Third Peace Form” (“Pinan 

Sandan”)  

4. “Fifth Peace Form” (“Pinan Go-

dan”)  

5. “Straddle Stance” (“Naihanchi 

Nidan”)  

6. “Horse Riding Stance” (“Nai-

hanchi Nidan Sandan”) 

2 NTU RGB+D 

120 [181] 

 

NTU RGB+D 120 is a large-scale da-

taset for RGB+D human action 

recognition, which is collected from 

106 distinct subjects and contains 

more than 114 thousand video sam-

ples and 8 million frames. This da-

taset contains 120 different action 

classes including daily, mutual, and 

health-related activities. 

HAR videos using striking (general) 

techniques:  

1. A51: kicking 

2. A50: punch/slap 

3. A102: side kick 

3 Infomus Ka-

rate dataset  

[182] 

Karate dataset. Contains full-body 

movements of athletes performing 

katas. 

Data includes 3D positions of 25 

body joints at 250 Hz. In total 28 

trials were obtained.  

Karate Shotokan katas. 7 athletes, per-

forming 2 katas two times: Bassai Dai 

and Heian Yondan. Athletes perform 

katas with their own speed and 

rhythm. 

4 Motion Data-

base 

(http://gdl.org.

pl/) [183] 

Karate dataset. 3D selected katas and 

techniques. Recording was made 

with Shadow 2.0 MoCap system.  

3 karate styles movements are rec-

orded: Shotokan, Shorin-Ryu, 

 
4 https://www.kaggle.com/ 

5 https://archive.ics.uci.edu/ml/index.php 

6 https://msropendata.com 

7 https://cocodataset.org/#home 

8 http://human-pose.mpi-inf.mpg.de/ 
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N. Dataset Description Karate movements  

Kyokushinkai. Katas and specific te-

chniques (kicks, punches, defenses, 

etc,). 

5 MS-KARD 

[184] 

Karate dataset. MS-KARD consisting 

of multi-stream data for 23 karate ac-

tion with 2,814,930 frames and 

5,623,734 sensor data samples for ka-

rate action recognition. To the best of 

our knowledge, it is the first of its 

kind where data has been recorded 

with 2 orthogonal RGB cameras and 

3 wearable inertial sensors. 

Goju Ryu karate. 23 karate techniques 

composed of 6 kicking techniques 

(Yoko Geri, Tobi Geri, Ushiro mawa-

shi Geri, Yoko Tobi Geri, Mae Geri 

(Kokomi), Hiza Geri), 6 basic stances 

(Heiko Dachi, Heisoku Dachi, Musubi 

Dachi, Kiba Dachi, Zenkutsu Dachi, 

Kosa Dachi), 7 hand techniques (Jo-

dan Zuki, Heiko Zuki, Oi Zuki, Shuto 

Uchi, Teisho Uchi, Ura-ken Uchi, Ma-

washi Empi) and 4 blocking techni-

ques (Gedan Barai uke, Mawashi uke, 

Soto uke, Age uke ). 

 

4.2 Defining the Dataset Inputs 

To answer the research question, first we have selected the postures to be recorded 

in the video images to generate the dataset with the interaction of the karatekas. There are 

different forms of kumite in karate, from multi-step combat (to practice) to free kumite [185] 

(very explosive with very fast movements [186]). Multi-step combat (each step is as an 

attack) is a simple couple exercise that slowly leads the karateka to an increasingly free 

action, according to predefined rules. It does not necessarily have to be equated with com-

petition: it is more of a pair exercise in which the participant together with a partner de-

velops a better understanding of the psychomotor technique. Participants do not compete 

but train together. The different types of kumite are listed in Table 5, from those with less 

freedom of movement to free combat. 

Table 5: Types of kumite. 

KIHON-KUMITE 

(multi-step combat) 

IPPON KIHON KUMITE: One-step conventional assault. 

SAMBON KIHON KUMITE: Three-step conventional assault. 

GOHON KIHON KUMITE: Five-step conventional assault. 

KUMITE 

JYU IPPON KUMITE: Free and flexible assault one step away. It can 

have different work types: (i) announcing height and type of attack, 

(ii) announcing height, (iii) announcing type of attack, and (iv) un-

announced. 

URA IPPON KUMITE (Kaisho Ippon Kumite): Unconventional one-

step assault. In this type of work one of the karatekas (acting as uke) 

performs the attack and the other (as tori) defends it and counterat-

tacks the uke who defends the counterattack by the tori and ends up 

counterattacking. There are three working types: (i) announcing the 

attack and with the pre-established counterattack, (ii) announcing 

the attack and with the free counterattack, and (iii) unannounced. 

JIYU KUMITE: Free and flexible combat. 

SHIAI KUMITE: Regulated combat for competition. 

 

In order to follow a progressive approach in our research, we started with the ippon 

kihon kumite, which is a pre-established exercise so that it can facilitate the labeling of 

movements and their analysis. This is the most basic kumite exercise, consisting of the 

conventional one-step assault. We will use it to compare the results obtained from the 
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application of the data mining algorithms on the feature extracted from the videos rec-

orded and processed using the OpenPose algorithm. The following attack and defense 

sequences were defined to create the initial dataset, as shown in Figure 6. 

 

 

Figure 6: Pictures of the postures in an ippon kihon kumite selected for the initial dataset. 

The ippon kihon kumite sequence proposed for this study would actually be (i) Gedan 

Barai, (ii) Oi Tsuki, (iii) Soto Uke, and (iv) Gyaku Tsuki. However, to calibrate the algorithm 

and enrich the dataset, we also took two postures Kamae (which is the starting posture), 

both for attack and defense, although they are not properly part of the ippon Kihon kumite. 

Since monitoring the simultaneous interaction of two karatekas in movement is com-

plex, we have made this first dataset as simple as possible to familiarize ourselves with 

the algorithm, learn and understand the strengths and weaknesses of OpenPose and ex-

plore its potential in the human movement computing scenario addressed in this research 

(performing martial arts combat techniques between two practitioners aimed to explore 

if it is possible to model their psychomotor performance in terms of the mistakes made 

when performing each of the attack and defense postures in the kumite). We aim at in-

creasing the difficulty and complexity of the dataset gradually along the research. Thus, 

for this first dataset, we selected direct techniques (not lateral or angular) with the limbs 

to facilitate the work of OpenPose classification. Thus, when working in 2D, lateral and 

circular blows that could acquire angles that could be difficult to calculate in their trajec-

tory and execution, are avoided. The sequence of movements in pairs of attack and de-

fense is shown in Table 6. 

Table 6: Postures to be detected in the dataset for the ippon kihon kumite. 

 Attack  Defense 

1 Kamae 1 Kamae 

2 Gedan Barai 2 Soto Uke 

3 Oi Tsuki 3 Gyaku Tsuki 

4.3. Preparing the Dataset for posture classification 

The created dataset consists in the angles of the triplets obtained by applying the 

OpenPose algorithm to the ippon kihon kumite postures defined in Table 6. The data was 

extracted from the video recorded with postures of the two karate practitioners. Each pos-

ture is recorded from two perspectives, from a left profile and a right profile. Two videos 

are made from each perspective for each posture to avoid collisions of the body members. 

Thus, for each of the postures (classes) several videos were recorded with KUMI-

TRON psychomotor system (see next subsection for more details) to create the initial da-

taset (as described below) and obtain the video inputs of the postures for the OpenPose 

algorithm indicated in Table 6. The postures were recorded in different ways. On the one 
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hand, one minute long videos were made where the camera moved from one side to the 

other while the karateka was completely still maintaining the posture. To generate pos-

tural variability, other videos were created where the karateka performed the selected 

postures for the ippon kihon kumite, stopping at the one that was to be recorded. In this 

way, it is assumed that the recorded videos can offer more difference between keypoints 

than just making static recordings.  

From the recorded videos, the inputs generated come out at a rate of 25 frames per 

second. Thus, from one second of video, 25 inputs are generated for every second. A fea-

ture in OpenPose to clean the inputs with values very different from the average ones was 

used to deal with the body parts that remain in the back of the camera. 

The dataset consists of 26 features and the multiple class of 6 different values. The 

features of the dataset can be seen in the Table 7, where the triplets of corresponding 

keypoints are indicated. 

Table 7: The dataset features associated with the keypoints they represent 

 

The same video time was recorded for all postures, although finally, not all classes 

have the same number of data record, which is due to several factors such as cleaning 

outliers and some low-quality recording. In the following Figure 7 it is possible to see the 

number of data records that each posture or type class of the dataset has. 

Main Part Features Keypoints 

HEAD A00 17,15,0 

A01 18,16,0 

A02 15,0,1 

A03 16,0,1 

NECK A04 0,1,2 

A05 0,1,5 

SHOULDERS RIGHT ARM A06 1,2,3 

A07 2,3,4 

SHOULDERS LEFT ARM A08 1,5,6 

A09 5,6,7 

SHOULDERS AND TRUNK A10 2,1,8 

A11 5,1,8 

TRUNK AND PELVIS A12 1,8,9 

A13 1,8,12 

LEFT AND RIGHT LEGS A14 8,9,10 

A15 8,12,13 

A16 9,10,11 

A17 12,13,14 

RIGHT FOOT A18 10,11,24 

A19 10,11,22 

A20 24,11,22 

A21 11,22,23 

LEFT FOOT A22 13,14,21 

A23 13,14,19 

A24 21,14,19 

A25 14,19,20 
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Figure 7: Number of data records that each posture or type class is contained in the dataset 

4.4 Preparing the Dataset for psychomotor performance modelling  

To explore how to address the modeling of the psychomotor performance and re-

spond to study S2 (section 3.3), new postures have been generated to the first version of 

the dataset described in [187] with modifications of angles (triplets of keypoints) over 

those of the original dataset. Thus, three postures shown in Table 8 were generated en-

hanced with a greater degree of modification in each.  

Changes were done by modifying OpenPose angles. Thus, defensive posture 3 

(Gyaku Tsuki) has been selected for the study of the modeling of the psychomotor perfor-

mance and its attributes have been modified from less to more to check the degree of sen-

sitivity the processing approach shows with respect to similar postures. These angular 

modifications in posture are shown in Table 8. 

Table 8: New stances with modified angles compared to Defense03 

 Modifications of features of dataset scents 

Base Scent  

 
Modified scent  

 

 

 

 

 
Modified features 

Feature number and key-

points triplet 

A6(1,2,3) A6(1,2,3) 

A7(2,3,4) 

A6(1,2,3) 

A8(1,5,6) 

A9(5,6,7) 
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Progressively modifying the angles is intended to allow measuring the sensitivity of 

the application with respect to this parameter, which allows to adjust the hyperparameters 

of the application and of the prediction algorithms (classification) in such a way that we 

get as close as possible to a 100% ranking in classified positions. 

This study allows us to have a measurement of psychomotor performance, since it 

can observe the comparison of the movement performed by the karateka with respect to 

the one previously stored in the dataset. 

4.5. Implemented Application to Obtain the Dataset  

An application was developed to connect the video image with the OpenPose algo-

rithm and with the ML/DL libraries for the processing. A first prototype of KUMITRON 

was made in Java, which used the WEKA library. Thus, this application was capable of 

extracting the body keypoints from the image received, computing the angles of the de-

fined triples and training the classification algorithms. In addition, when receiving new 

inputs, it displays on the panel the posture that it identifies as previously trained. In a 

second version, the application was coded using Python and applying the Keras and 

Scikit-learn ML/DL libraries.  

In this initial and exploratory collection of data to build the dataset with the prede-

fined postures, a green belt participant was video recorded performing the proposed ku-

mite movements, both attack and defense. The video was taken statically for one minute 

in which the karateka had to be in one for the predefined postures the kihon kumite and 

the camera was moved to capture different possible angles of the shot in 2D. In addition, 

videos were also taken dynamically in which the karateka went from one posture to an-

other and waited 30 seconds in the last one. 

The computer vision part is incorporated into KUMITRON, an application that com-

bines sensors and computer vision[62]. The Figure 8 shows how kumite activity is moni-

tored by combining artificial vision and receiving information from the signals of sensors 

in the panels on the left. 

 

 

Figure 8: KUMITRON application recording a session of kumite in Dojo 

5. Analysis and Results 

Here we present the results obtained both in the classification of the postures and for 

the experiments proposed to study the modeling of the psychomotor performance.  
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5.1 Results training and evaluating selected data mining models 

Regarding the ML experiments, the following algorithms are applied as mentioned 

in Section 3: Random Forest (RF), k-Nearest Neighbors (KNN), Support Vector Machine 

(SVM), Naïve Bayes (NB), Logistic Regression (LR) and Decision Tree (DT).  

The best results in training are obtained by RF (Accuracy: 99.8485%) and DT (Accu-

racy: 99.5455%). The results are deepened by applying statistical tests: 5x2cv paired t test 

and the McNemar. The comparison made with both the t-Student test and McNemar test 

do not allow the null hypothesis to be ruled out, meaning that the results obtained with 

the different classifiers (DT and RF) do not perform significantly differently.  

Regarding the neural networks analysis, the results of the standard network of Keras 

library for MLP has been 98.50% in Accuracy, which is a very good result, although 

slightly lower than the ML algorithms. On the other hand, the manually created neural 

network (NN1) has obtained an Accuracy of 98.59%, somewhat higher than the standard 

MLP. The hyperparameters selected are the Adaptive Moment Estimation and the “Sparse 

categorical crossentropy” for the loss function, suitable for speeding up the execution of 

training and saving memory.  

The characteristics and results of NN1 are presented in Table 9. For the first layer, a 

"flatten" has been chosen, which receives inputs from 26 angles. The second is a hidden 

“Dense” type, which is followed by a batch normalization layer. The last output layer is 

responsible for returning the Type of position thanks to the “Softmax” type activation 

function, which re-turns an array of 6 possibilities that together add up to 1. Thus, each of 

the nodes contains an approximation of the probability that the angles with which you are 

working belong to one of the 6 attack/defense classes. 

 

Table 9: NN1 arquitecture and accuracy results 

Model Layer (type) Trainable 

params 

Total params Train acc. Valid. acc. Test acc. 

NN1 Flatten + Dense + BatchNor-

malization +Drop + 2Dense 

2.881 2.981 98,61 98,59 98,68 

 

5.1.1. Global Results 

To compare the results of the best models (i.e., DT and RF for ML and MLP and the 

NN for DL), the classification report are presented in the following Tables (Table 10, Ta-

ble 11, Table 12, Table 13), which shows the performance and evaluation of the data clas-

sification metrics by the different models. The metrics displayed are: i) Precision: the ratio 

of true positives to the sum of true and false positives, ii) Recall: the ratio of true positives 

to the sum of true positives and false negatives, iii) F1 Score: the weighted harmonic mean 

of precision and recall, and iv) Support: Support is the number of actual occurrences of 

the class in the dataset.  

The first column in the tables identifies each of the six postures being classified, that 

is: 0 is Kamae (Attack01), 1 is Gedan Barai (Attack02), 2 is Oi Tsuki (Attack03), 3 is Kamae 

(Defense01), 4 is Soto Uke (Defense02), 5 is Gyaku Tsuki (Defense03).  
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Table 10: RF Classification Report 

Classification Report 

 Precision Recall F1-score Support 

0: Kamae (Attack01) 1,00 1,00 1,00 529 

1: Gedan Barai (Attack02) 0,99 0,99 0,99 439 

2: Oi Tsuki (Attack03) 1,00 0,99 1,00 530 

3: Kamae (Defense01) 1,00 1,00 1,00 1114 

4: Soto Uke (Defense02) 1,00 1,00 1,00 548 

5: Gyaku Tsuki (Defense03) 1,00 1,00 1,00 1084 

     

Accuracy   1,00 4244 

Macro avg 1,00 1,00 1,00 4244 

Weighted avg 1,00 1,00 1,00 4244 

Table 11: DT Classification Report 

Classification Report 

 Precision Recall F1-score Support 

0: Kamae (Attack01) 0,99 0,99 0,99 529 

1: Gedan Barai (Attack02) 1,00 0,99 1,00 439 

2: Oi Tsuki (Attack03) 1,00 1,00 1,00 530 

3: Kamae (Defense01) 1,00 0,99 0,99 1114 

4: Soto Uke (Defense02) 0,99 1,00 0,99 548 

5: Gyaku Tsuki (Defense03) 1,00 1,00 1,00 1084 

     

Accuracy   1,00 4244 

Macro avg 0,99 0,99 0,99 4244 

Weighted avg 1,00 1,00 1,00 4244 

Table 12: MLP Classification Report 

Classification Report 

 Precision Recall F1-score Support 

0: Kamae (Attack01) 0,97 0,98 0,97 529 

1: Gedan Barai (Attack02) 0,96 0,95 0,96 439 

2: Oi Tsuki (Attack03) 0,98 0,98 0,98 530 

3: Kamae (Defense01) 0,99 0,99 0,99 1114 

4: Soto Uke (Defense02) 0,99 0,99 0,99 548 

5: Gyaku Tsuki (Defense03) 0,99 0,99 0,99 1084 

     

Accuracy   0,99 4244 

Macro avg 0,98 0,98 0,98 4244 

Weighted avg 0,99 0,99 0,99 4244 

Table 13: NN1 Classification Report 

Classification Report 

 Precision Recall F1-score Support 

0: Kamae (Attack01) 0,98 0,96 0,97 529 

1: Gedan Barai (Attack02) 0,95 0,96 0,95 439 

2: Oi Tsuki (Attack03) 0,99 0,98 0,98 530 

3: Kamae (Defense01) 0,99 1,00 0,99 1114 

4: Soto Uke (Defense02) 0,99 1,00 1,00 548 

5: Gyaku Tsuki (Defense03) 1,00 1,00 1,00 1084 

     

Accuracy   0,99 4244 

Macro avg 0,98 0,98 0,98 4244 

Weighted avg 0,99 0,99 0,99 4244 
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As it can be seen in the results, the model with the best performance has been the RF, 

since it obtains 100% in all grouped results, including the Accuracy metric. It is a hard-to-

beat performance. The rest of the models have also performed well as it can also be seen 

in the tables, all above 0.98 in the grouped results.  

Since all the models perform very well in the classification of the postures, we have 

decided to select the NN1 model as the classifier for the current work, since despite offer-

ing a slightly lower performance than ML algorithms, it has more possibilities of making 

parameter modifications for its improvement. In addition, we think that if the experimen-

tation is positive, the dataset will increase significantly, which will make it necessary to 

implement a DL algorithm, and we think that it is better to have one already designed 

from the initial phase and avoid having to take steps back later. 

 

 

Figure 9: The relation between the accuracy of ML approaches compared to the accuracy of 

DL models with respect to data size (obtained from [188]) 

Figure 9 clearly shows the divergent performance between the ML and DL models 

depending on the size of the dataset, as described in[188]. Therefore, having obtained such 

a small difference in training and testing, the DL approach has been chosen to save future 

work. 

 

5.2 Results of the experimentation in in the Psychomotor Modeling Studies 

Once the algorithm has been selected, we can carry out the experimental tests pro-

posed in 3.3. The NN1 model is used as the classifier. 

5.2.1 Study S1.  

For this first study, KUMITRON application receives the images of the 6 postures 

defined in the dataset. Each posture lasts 10 seconds, and it is verified that the algorithm 

correctly identifies the posture during the entire 10 seconds, without offering any errone-

ous scent. 

Intermediate posture images have not been passed to avoid introducing inputs other 

than the classes defined by the dataset. In this way, it is intended to isolate the test to 

measure the reliability of the application with respect to the dataset and see if the result is 

close to that obtained only by the models. Results are shown in Table 14. 
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Table 14: S1 Results of identifying video postures of ippon kihon kumite postures designed 

Nº Tori(Attack)/ Uke(Defense) Scent Identification 

0 Tori (Attack01) Kamae OK 

1 Tori (Attack02) Gedan Barai OK 

2 Tori (Attack03) Oi Tsuki OK 

3 Uke (Defense01) Kamae OK 

4 Uke (Defense02) Soto Uke OK 

5 Uke (Defense03) Gyaku Tsuki OK 

 

The postures have been correctly classified by the application, as expected after the 

good results obtained by the classifiers. During the video time there has been no identifi-

cation error, being 100% successful.

 

5.2.2. Study S2 

The S1 study has been a success, but it remains to be seen what happens when the 

application receives postures performed by the karatekas different from those in the da-

taset.  

For the verification of the images with respect to that of the dataset, a comparison is 

made between the keypoints and angles where a differential percentage has been defined 

at each angle from which it is determined that the posture is different. This method to 

verify the postures, has made the verification efficient, and the results have been positive 

in the 3 cases. The 3 positions analyzed have been identified as incorrect. The angular 

variability has been determined at 15% with respect to the original, since many times in 

Karate, especially beginners, they do not do the posture correctly. The percentage of an-

gular variability is different depending on the level of the practitioner, so that it is useful 

for calculating psychomotor performance. For example, if you are a novice, the threshold 

angle can be higher, and as you level up, the application lowers it. 

M1, M2, M3 have been recognized as incorrect postures, as one or more angles exceed 

the defined 15% threshold. The results are shown in Table 15: Comparison between the 

Defense03 posture and others with angle modifications. 

Table 15: Comparison between the Defense03 posture and others with angle modifications 

Comparative results of the modified angles with 

respect to the original 

M1 A6(1,2,3): >> 15% angle 

M2 

A6(1,2,3): >> 15% angle 

A6(1,2,3): >> 15% angle 

A7(2,3,4): >> 15% angle  

M3 

A6(1,2,3): >> 15% angle 

A8(1,5,6): >> 15% angle 

A9(5,6,7): >> 15% angle 

 

5.2.3. Study S3 

It was verified that the application was able to identify the postures in a multi-person 

way, in this case in a couple. Working in pairs presents the handicap of collisions, since 

many times the body of an individual can cover the parts of the body of the other person. 

In this case, the defined ippon kihon kumite left distance between the karateka, and 

there were hardly any collisions. So the predictions made for the postures analyzed were 

correct. 
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Figure 10: Application recognizing postures with recorded video of two karatekas applying 

the defined ippon kihon kumite postures 

In particular, Figure 10 shows an image of the application annealing video images of 

a recording of kumite training session held at the Zaldupe sports center (Ondarroa24) on 

11/29/2021. It is observed how postures performed by the karatekas of the Dojo who had 

been informed of the movements to be performed are identified. On the other hand, we 

should also comment that we discovered that Openpose is a very demanding algorithm 

at a computational level, and we observed a slight “lag” in the video processing. This real 

world experienced confirmed the viability of our approach to be used on the wild. 

6. Discussion 

Recalling the classification of human activities introduced in Section 1 [1], the prob-

lem we are addressing is at level (iii) human-to-human interactions (human activities that 

involve two or more persons and that to address it, we reduce it to i) when classifying the 

movement, and ii) when identifying different postures. 

That is the line of research that makes this work different from those found in the 

state of the art. The application of OpenPose algorithm to kumite recorded videos aims to 

facilitate improving the practitioners’ technique against different opponents when apply-

ing the movements freely and in real time. This is important for the assimilation of the 

techniques in all kinds of scenarios, including sport practice and personal defense situa-

tions. The modeling of movements for psychomotor performance can provide a useful 

tool to learn Karate that opens new lines of research. 

To start with, it can allow studying and improving the combat strategy, having exact 

measurements of the distance necessary to know when a fighter can be hit by the oppo-

nent’s blows, as well as the distance necessary to reach the opponent with a blow. This 

allows training in the gym in a scientific and precise way for combat preparation and dis-

tance taking on the mat. In addition, studies can be carried out on how some factors such 

as fatigue can create variability in the movements developed within a combat in each one 

of its phases. This is important because this allows for deciding on the choice of certain 

fighting techniques at the beginning or end of the kumite to win. Modeling and capturing 

tagged movements can also be used to produce datasets and to apply them in other areas 

such as cinema or video games, which are economically attractive sectors. 

It has been verified that the calibration of the models has been correct and that they 

have achieved a very high performance in the classification test. 

 
24 https://www.ondarroa.eus/eu-ES/Zerbitzuak/Barnekoa/Kirolak/Orriak/PolideportivoZaldupe.aspx 
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The studies carried out (S1, S2, S3) have been positive, which encourages us to con-

tinue the line of research and endorses the initial modeling hypothesis for karatekas de-

veloping kumite in pairs. 

Even so, to advance in adding more postures and faster movements, we believe that 

there are improvements that can be applied. For example many of the keypoints offered 

by the dataset are unnecessary for the modeling of the activity, and that they are left over 

from the outset and generate noise in the classification. For example, the keypoints of the 

head hardly provide any information since the work is done in 2D with a profile video 

shot, and the karateka always look straight ahead. The soles of the feet also, when working 

in 2D, it is difficult to obtain the angles of such small members, in addition to the fact that 

the soles of the feet normally in the postures always look forward. In this way we think 

that the processing demand detected in S3 will be reduced when performing it in a real 

environment. 

To advance in extensions, cases of success in the implementation of this type of tech-

niques are being studied through papers ([188], [189], [190]) to implement the necessary 

improvements to improve the classification performance. Papers ([191], [192], [193]) re-

lated to metrics applied to the evaluation of computer vision algorithms are also being 

studied, studying how to obtain metrics such as: percentage of Correct Parts (PCP), per-

centage of Correct Keypoints (PCK), the Average Precision (AP).  

Papers have been found successful cases applying this technology to explosive sports 

such as hurdling [190], badminton [194] and soccer ([195], [196]).  

Regarding the dataset, we think that a series of modifications are able to be made that 

would improve the performance. We think it is important that the postures of the dataset 

are performed by an art professional, with an advanced belt in the system. In addition to 

increasing the size of the dataset, different techniques can be applied such as DataAug-

mentation techniques [197] to augment the inputs and create a large dataset. Also the 

weighing of the attributes by weights and a feature selection study can give a leap in qual-

ity in the results. 

The processing performance is also an aspect that is going to be investigated to avoid 

the “little lag” that the application currently offers. To solve this point, the OpenPose doc-

umentation26 has been consulted, and it has been verified that there are many queries on 

this aspect, and a section of parameters to be tweaked to improve performance has been 

enabled. We are currently testing to see if we are able to improve with these changes. 

In addition, updates and improvements to the algorithms are coming out every time, 

in such a way that the performance features they offer are improved. In this case, a light 

version of OpenPose [198] has been released, which improves processing speed.  

According to its author, he has modified the VGG convolutional network for another 

of the MobileNet family in feature extraction. With this modification and others, the accu-

racy versus network complexity ratio was increased in more than 6.5 times due to the use 

of dilated MobileNet v1 feature extractor with depthwise separable convolutions and de-

sign of lightweight refinement stage with residual connections. The solutions run at:  

• 28 fps on mini PC Intel® NUC, which consumes little power and has 45 watt 

CPU TDP. 

• 26 fps on a usual CPU without the need of a graphic card. 

The accuracy of the optimized version nearly matches the baseline: Average Preci-

sion (AP) drop is less than 1%. In addition, we will also work on improving the efficiency 

of the programming made for the application and try to improve the software architecture 

used to improve performance. 

There are more options such as FastPose, it is an open source library that can perform 

a 2D/3D pose estimation in real time. In this work [199], authors mentioned that FastPose 

is 46% smaller and 47% faster (forward time) than OpenPose. 

 
26 https://cmu-perceptual-computing-lab.github.io/openpose/web/html/doc/md_doc_06_maximizing_openpose_speed.html 
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Another research direction we aim to explore to progress in our research is to label 

not only single postures (techniques) within the ippon kihon kumite (as done here) but the 

complete sequences of the movements. There is some work that can guide the technical 

implementation of this approach, where classes are first identified and then become sub-

classes of a superclass [200]. In the work reported in this paper, classes have been defined 

as the specific techniques to be identified. In the next step, the idea is that these techniques 

are considered as subclasses, being part of a superior class or superclass. In this way, when 

the system identifies a concatenation of specific movements, it should be able to classify 

the attack/defense sequence (default ippon kihon kumite) that is being carried out as shown 

in Figure 11.  

 

Figure 11: Sub activity recognition in a sequence of ippon kihon kumite techniques. 

This can be useful to add personalized support to the kumite training based on the 

analysis of the psychomotor performance both comparing the current movements with a 

good execution and analyzing the temporal evolution of the execution of the movements. 

The system will be able to recognize if the karateka is developing the movements of a 

certain section correctly, not only one technique, but the entire series. Thus, training is 

expected to help practitioners assimilate the concatenations of movements in attack and 

defense. Furthermore, having super classes identified by the system makes it possible to 

know in advance which next subclass will be carried out, in such a way that the following 

movements that will be carried out by a karateka can be monitored through the system, 

provided that they follow the pattern of some predefined concatenated movements. This 

is of special interest to be able to work the anticipation training for the defender. 

For this, a methodology must be followed for creating super classes that bring to-

gether the different concatenated movements. In principle, it seems to be technically pos-

sible, as it has been introduced above, but more work is necessary to be able to answer the 

question with absolute security, since to recognize a superclass, the application must rec-

ognize all subclasses without any errors or identification of any wrong postures in the 

sequence. This requires high identification and classification precision. Moreover, the sys-

tem needs to have in memory the different movements of each defined superclass, which 

means that it knows which movement should be the next to perform. In this way, training 

can be enriched with attack anticipation work in a dynamic and natural way. 

For future work, and in addition to exploring other classification algorithms, such as 

the LSTM algorithm that have reported good results in other works ([61][201]), it would 

be interesting to add more combinations of movements to create a wider base of move-

ments and to compare the results between different ippon kihon kumite movements. Thus, 
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the importance of the different keypoints from OpenPose will be studied (including the 

analysis of the movements that are more difficult to identify) as well as if it is possible to 

eliminate some to make the application lighter. For the ippon kihon kumite sequence of pos-

tures that has been used in the current work, the keypointsp of the legs does not seem to 

be especially important since the labeled movements are few, and the monitored postures 

are well identified only with the upper part of the body. 

Next, the idea is to extend the current research to faster movements that are per-

formed in other types of kumite, following the order of difficulty of these, from kihon sam-

bon kumite to competition kumite, or kumite with free movements. This will allow the cali-

bration of the technical characteristics of the algorithm used (currently OpenPose) to check 

what type of image speed is capable of working with while still obtaining satisfactory 

results. This would also be an important step forward in adding elements to anticipation 

and peripheral vision training. Such attributes have already been started to be explored 

in our research using OpenCV algorithms [64]. 

The progress in the classification of the movements during a kumite will be integrated 

into KUMITRON intelligent psychomotor system [62]. KUMITRON collects both video 

and sensor data from karatekas’ practice in a combat, models the movement information, 

and after designing the different types of feedback that can be required (e.g., with 

TORMES methodology [202]), delivers the appropriate one for each karateka in each sit-

uation (e.g., taking into account the karatekas’ affective state during the practice, which 

can be obtained with the physiological sensors available in KUMITRON following a sim-

ilar approach as in [203]) through the appropriate sensorial channel (vibrotactile feedback 

should be explored due to the potential discussed in [204]). In this way, it is expected that 

computer vision support in KUMITRON can help karatekas learn how to perform the 

techniques in a kumite with the explosiveness required to win the point, making rapid and 

strong movements that quickly react in real time and in a fluid way to the opponent’s 

technique, adapting also the movement to the opponent’s anatomy. The psychomotor per-

formance of the karatekas is to be evaluated both comparing the current movements with 

a good execution and analyzing the temporal evolution of the execution of the move-

ments. 

6.1 Limitations 

The limitations found for this work have been mainly technical. On the one hand, the 

fact of not having a depth camera has conditioned the work to start the approach by treat-

ing the image in 2D. To obtain a useful 2D video image for the dataset, video was recorded 

from both sides of the practitioners, thus collecting body angles from 2 perspectives. On 

the other hand, OpenPose is a very heavy algorithm that needs a lot of computing power 

and graphics card, which requires a computer with a powerful graphics card capable of 

obtaining keypoints and analyzing images efficiently. 

The dataset has also been a limitation, since even though there are multiple free da-

tasets on the web, we have not found karate datasets that had images of the objective work 

in this TFM. Keep in mind that we had the handicap that the dataset we wanted to create 

was not one of individual movements, but of a kihon kumite that involves the movements 

of two karatekas simultaneously. In this way, we have been forced to create our own da-

taset. Moreover, the prepared dataset has not been made with expert movement, since it 

has been obtained from recorded video of 2 low-ranking karateka (green belt and white 

belt). This means that the created pattern may not be correct and may have some variabil-

ity with respect to the optimum, but it serves the purposes of testing the processing ap-

proach. 
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7. Conclusions 

The main objective of this work was to carry out a first step in our research to assess 

if computer vision algorithms allow identifying the postures performed by karatekas 

within the explosive movements that are developed during a kumite. The selection of ku-

mite was not accidental. It was chosen because it challenges image processing in human 

movement computing, and there is little scientific literature on modeling the psychomotor 

performance in activities that involve the joint participation of several individuals, as in a 

karate combat. In addition, the movements performed by a karateka in front of an oppo-

nent may vary with respect to performing them alone through katas due to factors such as 

fear, concentration or adaptation to the opponent’s physique (e.g., height).  

The results obtained from the training of the classification algorithms with the fea-

tures extracted from the recorded videos of different kihon kumite postures and their ap-

plication to non labelled images have been 100% satisfactory. It has been observed that 

the four algorithms used to classify the features extracted with OpenPose algorithm for 

the detection of movements (i.e., DecisionTree, RandomForest, MLP and DL model) have 

a precision of above 98% for the current (and limited) dataset.  

The studies carried out have also been positive, so the research hypothesis is demon-

strated, and it is concluded that human modeling through artificial vision is possible. 

We are aware that as we increase the demands of the system by adding new classes 

to the dataset and increasing the speed of movements, it will be necessary to make tech-

nical refinements that allow this increase in computational demand to be processed. Thus, 

similar solutions are being investigated both in karate and in sports with explosive move-

ments to investigate the type of technical solutions they offer. In particular, the improve-

ment of the OpenPose algorithm regarding processing speed is being studied, replacing 

it with lighter algorithms that offer a similar performance or even in some papers it is 

announced that it is better. 
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