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ABSTRACT

Nowadays, research in the field of artificial intelligence is focusing on the explainability of the
developed algorithms, mainly neural networks. This trend is known as XAI and brings certain
advantages such as increased confidence in the decision-making process, improved capacity for
error analysis, verification of results and possibility of model refinement, among others. In this
work we have focused on interpreting the predictions of recently developed deep learning models
through different visualization techniques. The use case we introduce is the detection of breast cancer
through the classification of mammographies, since the medical field is widely benefited by the
contributions of XAI methods. Furthermore, the target neural networks are based on recent and poorly
explored architectures. These are the Vision Transformer model, built through attention blocks, and
EfficientNet, designed to improve the performance of convolutional networks.

Keywords Explainable Artificial Intelligence - Interpretability - Deep Learning - EfficientNet - Vision Transformer -
Mammography

1 Introduction

The popularity of deep learning continues to rise: new architectures are being designed, novel uses of existing ones are
revealed or they are being modified with new computational mechanisms. Dong et al. (2021) surveys several of these
advances and describes possible lines of future work. However, for many people, these models remain black boxes,
making it difficult to use them in real scenarios beyond experimental assumptions. This situation creates the need to
develop techniques for explaining the reasoning that allow the behavior of these systems to be described, so that they
can be fully understood even by people with no expertise in this or related fields. The aim is to improve transparency,
confidence, fairness and understanding of model bias, objectives pursued by XAl (eXplainable Artificial Intelligence).

According to Barredo Arrieta et al. (2020), a distinction can be made between interpretable (transparent) models
and interpretability techniques (post-hoc explanation). In turn, the latter are divided into those model dependent or
applicable to several models. Taking into consideration the number of deep learning methods already established and
widely used, post-development explanations that are not model-dependent present the opportunity to qualitatively assess
the results obtained in different tasks, being able to analyze them from different points of view and, therefore, allowing
their improvement beyond the optimization of known metrics such as accuracy or mean square error, for instance.

The use of this type of explanation techniques to improve model development is a considerable advantage that also
broadens the perspective on the scope of application, providing complementary information beyond model prediction.
The ability to explain Al models in a concise and easy-to-understand manner by non-experts in the field is vital to be
able to employ them safely, ethically and reliably. In the field of computer vision, it is common to find studies on the
development of methods to determine the regions of the input image used by the model when making predictions, thus
making it possible to identify the errors made by the system. Although, their use in real problems is limited to providing
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a evidence on whether the model has correctly arrived at the result, similar to the usual accuracy metrics. Thus, their
potential is not fully exploited.

On the other hand, medical imaging has become indispensable in the early detection or diagnosis of diseases. Images
based on X-rays, tomography, ultrasound and magnetic resonance imaging (MRI) are mainly employed. This is why
many researches in artificial vision focus their efforts on the analysis of this type of image datasets, providing different
approaches to automatic diagnosis and avoiding human errors committed by the misinterpretation of results due to
inexperience or fatigue, among others.However, there are many difficulties in developing diagnostic support systems.
Accuracy is particularly important and a rigorous process of validation of results must be carried out, usually by a
person who is a specialist in the pathology or imaging method, but not necessarily trained in Al It is at this point where
interpretability methods play a crucial role, allowing to reduce the ambiguity of the learning process and strengthening
the credibility of the machine learning models used.

Singh et al. (2020) gather a numerous dataset of different applications of XAl in medical imaging tasks, summarizing
the benefits that these approaches bring to both clinical specialists and Al practitioners. One of the cases mentioned in
this study is breast cancer. This is one of the most common types of cancer among women whose early detection makes
a clear difference in the effectiveness of treatment and, therefore, in mortality reduction. The most widespread type of
imaging for preventive check-ups is mammography, although in some cases it is difficult for radiologists to identify
lesions and they must refer the patient for a biopsy, a more invasive and costly procedure. Therefore, the development
of machine learning models that facilitate the mammography analysis process could be considered almost indispensable.
Likewise, allowing the results to be interpreted would facilitate their acceptance by medical professionals. Both Lenis
et al. (2020) and Lamy et al. (2019) show clear examples of the benefits that this area of research can bring, allowing to
reduce the ambiguity of the learning process and strengthening the credibility of the classifiers used to determine the
presence or not of breast cancer in a dataset of mammographies.

The main goal of this work is to perform a qualitative analysis of the predictions of several neural networks based on
different learning mechanisms, through visual techniques of interpretability of results. The task to be performed by
both models consists in the classification of a dataset of mammographies, differentiating the categories of “malignant”
or “benign”, including in the latter those images that do not contain signs of malformations or similar findings. The
following partial objectives are identified in this process:

* To apply explanation of reasoning techniques to a dataset of deep learning models.

* To analyze the robustness of the system by comparing the results of applying these techniques by making
different modifications to the input image.

* To perform a comparison between a convolutional neural network model and a model based on the attention
mechanism.

* To train these models on various datasets of different properties, solving classification problems of varying
degrees of difficulty.

* To evaluate the potential benefits of adding visual interpretation of results to predictions in breast cancer
screening.

* To evaluate the predictions made by both networks from the traditional point of view (quantitative) and based
on the results of interpretability techniques (qualitative).

* To document and justify in a reasonable way the choices made when deciding the conditions under which
training is carried out in order to allow experimental replicability.

Regarding the structure of this report: firstly, Section 2 presents a brief review of some recent works considered relevant
in the field of XAI and Deep Learning, especially those related to the medical field and, particularly, in breast cancer
detection. Subsequently, in Section 3, the proposed system and experimental setup are described, where the different
datasets of images which have been used are also defined. The experiments conducted, as well as their results and
analysis are included in Sections 4 and 5 respectively. Finally, the conclusions drawn are presented in Section 6.
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2 Related work

This section has been divided according to the different elements of the system. In Section 2.1 we describe the model
interpretability scenario, framing the XAl techniques employed in this work into a particular taxonomy found in the
review of work in this area. Whereas a detailed definition of the visual techniques used is provided in Section 2.2. An
example image generated with the developed system is presented next to each definition. In each case, an image has
been chosen from a dataset to be taken as a basis, and the results and analysis of the mammographies are presented in
the corresponding sections (4 and 5). Finally, in Section 2.3 we address the problem of breast cancer detection and
diagnosis through deep learning techniques.

2.1 Interpretability

Among the existing possibilities within the field of explainable Al, we have focused on visualization techniques that
facilitate the interpretability of model predictions. In other words, it is a matter of explaining in a visual way the
relationship between the input images and the result of the classification performed by the network. Colloquially it
could be understood as giving an answer to the question why does this input produce this particular output?.

This type of post-development explanation has become popular and has led to the creation of a wide variety of methods.
There are many taxonomies proposed in the literature consulted to classify them as Gilpin et al. (2018) explain:
according to the methodology, the scope of application, the type of information they provide, etc. We can define the
four main characteristics of the methods employed as follows:

1. Purpose of the explanation: when making the selection of techniques we have taken into account the role of the
end user. Therefore, we have chosen visual techniques that are functional explanations perfectly interpretable
by non-Al experts. However they are also valuable for model developers as they help to understand how the
network reacts to the input data at different levels.

The scope of the target also plays a role. In terms of neural networks used for classification, the interest lies in
a neuron or output layer associated with the correct class given a sample. That is, local explanations focused
on predicting an instance of a class.

2. Explanation control: controllers are understood as the dataset of causal factors whose impact on an aim is
described by means of an explanation. The most common are the model input features, which are the ones we
use in this research. However, there are XAI methods that include any factor that has some impact on model
development, such as training samples, hyperparameter settings or the choice of an optimization algorithm.

3. Explanation families: depending on the way in which the output of the XAl algorithm is generated, these can
be grouped into different types or families. The choice of a group of techniques should be made on the basis
of their comprehensibility and completeness. Although it will be explained in more detail later, most of the
techniques we employ fall into the group of importance scores or relevance heat maps, which combine the
attributions of all pixels of the input images.

Other relevant families are those based on rules or decision trees, dependency graphs, verbal explanations or
counterfactuals.

4. Explanation estimation methods: this last categorization of XAI methods takes into account the variation
in terms of their applicability to a model and the underlying mechanism. In our case, the techniques used
target neural networks, without relying on a specific model, although they have been developed to be used in
conjunction with convolutional neural networks, it is possible to use them in other architectures, as discussed
in this report.

The main difference between the chosen dataset of techniques is how the visual explanations are constructed:
using the gradient, based on a perturbation mechanism or through activation maps.

In the recently published survey by Zhang et al. (2021), the latest advances in neural network interpretability are
concisely summarized, showing the importance of this in terms of model reliability, impartiality of the results and even
legality, since in certain research, for example drug design, it is necessary to understand the complete process used.

2.2 Visualization techniques

Tjoa and Guan (2020) describe multiple applications of deep learning models in different fields of medicine that
benefit from the use of visualization techniques, such as the detection of brain tumors, classification of Alzheimer’s
disease pathologies or the classification of melanomas in dermoscopy images. Among the bibliography collected in
this compendium, the article by Eitel and Ritter (2019) is of particular interest, where they compare the robustness
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of different attribution methods applied to a convolutional neural network trained on a dataset of brain MRI scans of
Alzheimer’s patients.

The following techniques have been grouped according to the method used to address the problem of assigning a
relevance value to each input feature of a model. First, four methods based on gradient computation, all applied to the
same example image. Next, a method based on applying a perturbation to the image. And finally, three methods of
calculating class activation maps.

2.2.1 Gradient-based techniques

Among the multiple methods for creating visual explanations, those that take the gradient as a base are the simplest to
implement, since they depend on the backpropagation mechanism used in the development of neural networks. Their
advantages include the speed of execution and their applicability to a wide variety of Deep Learning systems, since they
do not depend on the model to which are applied nor on the type of input data involved.

The notation used for the mathematical definitions of each method of this type is as follows: the gradient of the class
score function f(x), i.e., the derivative of the output as a function of the inputs, is denoted as V f(x). We will refer to
the vector of input features (x1, x2, ...., T,,) as  and to a particular class as c.

Vanilla Gradients

It is the simplest visualization method among those used, it is also called saliency map, a concept introduced by
Simonyan et al. (2014). It consists of calculating the gradient of the predicted class with respect to the input image.
With this technique it is possible to identify the influence of each input pixel on the network output. It is however very
sensitive to changes at the pixel level and therefore to input noise.

(a) Original (b) Saliency Map/Vanilla Gradients

Figure 1: Example of vanilla gradients or saliency map.

An example of this technique is shown in Figure 1. The network response is the “dog” label; it can be seen that the
lighter areas in Figure 1b correspond to the animal, but there is also noise around it.

Gradients x Inputs

This attribution technique, defined in Shrikumar et al. (2017), consists of weighting the gradient by the input values. In
this way, the importance of each dimension and in what proportion it is shown in the input image is represented. In
other words, the effect of any change in the input is reflected through the gradient in the output.

To obtain the individual relevance values, we multiply each gradient by its associated feature, scaling the obtained
attribution according to the size of the input:

xVf(x;) Vi=1l.n
This method is simple, fast and easy to use, but its scope of application is limited, being reduced to local changes in the
input, i.e., analyzing simple functions that behave similarly globally and locally.
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(a) Original (b) Gradients*Inputs

Figure 2: Example of Gradients x Inputs.

Using the same example as in the previous case, Figure 2b shows practically the same map as in the case of vanilla
gradients but with greater intensity. In this particular case, the figure of the dog is displayed more clearly, although it
also amplifies the noise, highlighting non-relevant areas.

SmoothGrad

Seeking to adapt the previous methods to functions of greater complexity, Smilkov et al. (2017) suggests calculating the
gradient multiple times, adding each iteration a certain amount of Gaussian noise to the input and averaging the results,
so as to smooth out sharp changes in the functions. The mathematical translation of this technique is to compute N
gradients of the input by adding a certain amount of noise determined by a normal distribution of standard deviation
sigma:

N
zz% ZVf(:c +N(0,6%);) Vi=1l.n

The effect achieved is the average of the gradients of several inputs very similar to the one we want to explain, keeping
the trend of the gradients in a specific area of the input space.

(a) Original (b) SmoothGrad

Figure 3: Example of SmoothGrad.

Looking at Figure 3b one can see the effect of the mentioned smoothing. The intensity of the values obtained is similar
to the previous ones, but the outline of the animal is more defined and the surrounding noise is mitigated, although not
completely eliminated.
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Integrated Gradients

In Sundararajan et al. (2017) the calculated gradients are integrated as the input varies along a linear path from a certain
reference point. The idea behind this concept is based on starting from a point with no information, so that any change
only adds new data. Usually x = 0 is taken as the reference point, so the formula reduces to the following:

(a) Original (b) Integrated Gradients

Figure 4: Example of Integrated Gradients.

The effect of noise reduction is evident in Figure 4b, where the shape of the animal is drawn almost perfectly and certain
areas not belonging to this class are shown more faintly.

Logically, the value of the gradient depends on the type of function to be explained, so these techniques are very
sensitive to functions with little variation or very complex. If the target function tends to change very fast, the gradient
is only relevant for a small range of input values. Thus, averaging gradients as in SmoothGrad involves obtaining more
global explanations. Integrated Gradients also avoids this problem and, simultaneously, that of functions that change
little and globally producing small gradients, since it only considers gradients in the shortest direction towards an input
that does not provide information.

2.2.2 Perturbation-based techniques

They are applied with the objective of validating that the model correctly identifies the area of interest in the image
during the classification task by altering the original input and monitoring the changes in the model predictions.

Occlusion Sensitivity

Proposed by Zeiler and Fergus (2014), it consists of systematically superimposing a dark square region (usually gray)
on different portions of the image, occluding them, while monitoring the model output, visualizing the probability of
the correct class as a function of the position of that region. As a drawback it can be highlighted that its computational
complexity increases proportionally with the number of features, resulting in a slow performance compared to other
visualization methods and being highly sensitive to the number of features removed in each iteration.
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(a) Original (b) Occlusion Sensitivity

Figure 5: Example of Occlusion Sensitivity.

The result of applying this technique is shown next to the original image in Figure 5. The task to which the network is
subjected is the same as in the previous examples, to identify the dog in the image. The result obtained is less clear than
in the preceding visualizations since the obtained heat map is superimposed on the original image. Nonetheless, the
warmer colored areas are mainly around the animal. Other light areas of the image indicate that applying occlusion
hides elements that potentially degrade the performance of the network.

2.2.3 Class activation map-based techniques

As defined in Zhou et al. (2016), class activation maps (CAMs) indicate the discriminative regions of an image used
by a neural network, usually CNN, to identify a category. Some of the methods included in this section also base
their result on the information provided by the gradient, however they present several common characteristics that
differentiate them significantly from the dataset of techniques defined in Section 2.2.1.

In general, these methods are based on obtaining a linear combination of the feature (or activation) maps Af’ ; for each

spatial location (4, j) and the weights or attributes w§, computed for a certain class ¢ of interest. We denote S© as the
final classification score obtained and L7 ; as the CAM obtained as a result of the computation. In addition k refers to
the k-th value of the feature vector, with a total size of IV, i.e. Vk = 1...N.

Therefore, the final calculation in all these techniques is the sum of the activations weighted by the weights obtained,
applying the Re LU function to obtain the characteristics with a positive influence on the class of interest.

LS ;= ReLU(>_wiA¥))
k

To obtain the class activation map, a layer of Global Average Pooling (GAP) is added before using Softmax, modifying

the network architecture and achieving:
§°= D wi )LD A
k i g
Each of the variants used is defined below.

Grad-CAM

To avoid the need for a GAP layer in the neural network model, as described in the CAM method, Selvaraju et al. (2019)
propose to use the class-specific information provided by the gradient to generate the location map of the important
regions. Backpropagation is employed to calculate the weights:

o1 oS¢
vi= N 22 ga
7 7 2

where N is the number of pixels of the activation map.
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(a) Original (b) GradCAM
Figure 6: Example of GradCAM.

To provide an example of this technique, a multi-class classification scenario has been used, since Grad-CAM tends to
perform worse when the differentiation between classes is not straightforward. This problem will be explained in more
detail later. Hence, in Figure 6a a handwritten digit is observed, classified by the network with the label “5”. The heat
map defined by Grad-CAM completely surrounds the digit, centering the strongest red color on the vertical prior to the
characteristic curve of the number five.

Grad-CAM++

Chattopadhay et al. (2018) improve on the previous technique by generalizing the function used and avoiding the
tendency to downplay the importance of small region feature maps that tend to obtain small values. In this case, the

calculation of the weights is refined, employing af’jc instead of a constant V.

8S¢
wy, = ZZafg . ReLU(TAlc )
, L

98¢
k
ke _ (3Ai1j)2

Yij T 5 _os° 95°
! QW +20 20 Alé,b{m}

(a) Original (b) GradCAM++
Figure 7: Example of GradCAM++.

Returning to the initial classification example in Figure 7b, this approach indicates that the focus of the model is again
around both dogs, focusing on the nose of one and ignoring the person holding them. There is still some noise, as

10
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the heat map includes some warm areas of the background furniture or screen, but it is certainly representative of the
decision making process followed.

Score-CAM

In Wang et al. (2020) the instability of using gradient propagation for the calculation of attributions is considered, since
the gradient changes abruptly with small variations of the input image even if there are no variations in the resulting
prediction. To overcome these drawbacks, the score weights obtained for a specific class through the last layer are
used instead, eliminating the noise introduced by the gradient. Once the activations of the last layer of the network
are obtained, they are resampled to the original dimensions of the image and their pixel values are normalized to the
interval [0,1].

k
Aj »J

AF =
max A¥ — min Ak

2V

Subsequently, each activation map is multiplied by the original image, obtaining an image with a superimposed mask.
MF=AF.T
Once these M images are obtained, they are passed to the network using the Softmax function as output.
Sy = Softmaz(F(M"))

In this way we obtain the scores for each class, from which we extract the value of the target category representing the
importance of the k-th activation map.
c __ c
wy, = S

(a) Original (b) ScoreCAM
Figure 8: Example of ScoreCAM.

An example of the heat map generated by the last of the techniques analyzed is shown in Figure 8b. The same image as
in the case of Occlusion Sensitivity has been used to highlight the accuracy of this method which pinpoints the exact
position of the dog’s chest with the warmest color, although the rest of its body is also highlighted, corroborating the
decision of the network.

2.3 Breast cancer detection

In terms of the development of deep learning applications for breast cancer detection, both architectures uniquely
designed for the task of mammography analysis and the use of already known architectures (VGG, ResNet, YOLO,
etc.) have been investigated. The use of transfer learning with pretrained models in datasets such as ImageNet and
subsequently fitted with mammography images is beneficial in most systems. Other work also includes the use of
hybrid models, where CNNs or R-CNNs are used as feature extractors together with a machine learning classifier. Most
of the reviewed papers use public image datasets. Although most of them use a single dataset, in some cases several

11
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datasets are used to increase the amount of information and to check the correct generalization of the developed model.
The most relevant works done in recent years in this field are summarized in Zou et al. (2019) and Oyelade and Ezugwu
(2020).

It is more challenging to find works that include some approach to explaining the underlying logic. Although Grad-CAM
is one of the most widely used interpretability techniques. For example to compare the models designed by Pérez et al.
(2020) with MobileNetV2, presenting the activation maps by class to support the conclusions about the effectiveness
of the proposed networks. In the same way as in Liu et al. (2020b) and Habib et al. (2020), using in the latter both
mammography and ultrasound imaging. These approaches employ Grad-CAM to provide a complementary explanation
to the reasoning of the models, increasing the acceptance of the models by end users and providing a qualitative analysis
of the results. It should be noted that these investigations were published last year, highlighting the novelty of this type
of technique and the need for further research in this direction.

Probably due to its recent publication, we have found only one paper using the EfficientNet-B5 architecture to analyze
mammographies, Suh et al. (2020). Again in conjunction with the Grad-CAM method to visualize the region of interest
recognized by the Al models. Obtaining a mean AUC of 0.954 4 0.020 in classifying into two categories based on the
presence or absence of malignant lesions in the images.

Although some of the previous articles on deep learning techniques applied to mammography analysis mention some
approaches that include attention mechanisms, so far the vision transformer model does not seem to have been applied
to this task. Even though its effectiveness has been proven in the medical field, these applications are still in early stages
of development. Valanarasu et al. (2021) propose the incorporation of a control mechanism to the attention module and
a particular training strategy to improve the performance of this architecture in the ultrasonic and microscopic image
segmentation task. On the other hand, Hatamizadeh et al. (2021) also deals with segmentation, but in this case of 3D
brain MRIs. In the case of Mehta et al. (2020) the aim is breast cancer detection, albeit using images of breast biopsies
with hematoxylin and eosin staining to perform the classification. In Shin et al. (2020) a GAN based on the transformer
architecture is designed for medical image synthesis. These works report the same major difficulty: the need for a large
dataset to perform model training. In most cases the lack of large image datasets is overcome by using transfer learning
or hybrid architectures.

In addition, most of the works using this architecture only show the attention map as a visual interpretability technique.
This is the motivation of Chefer et al. (2021) to propose an original visualization method designed specifically for this
type of network and to compare it with other existing techniques.

3 Materials and Methods

3.1 Datasets

When designing the use case to demonstrate the usefulness of the chosen XAl techniques, the applicability to the real
world was taken into account as a decisive factor, i.e. the problem to be solved had to belong to a field in which it
is relevant to obtain the benefits that interpretability tools can bring. To this end, we decided to use two datasets of
mammographies and to focus on the task of classifying relevant findings into the categories ‘malignant’ and ‘benign’.

Source . .
Name (Year and country) Cases | Images | Image size Image type Annotations
INbreast Portugal, 115 1410 3328x4084 | Digital Mammography (CC y MLO), | Contours and type of abnormality
reas 2012 2560x3328 | DICOM standard Format: XML
EEUU BI_RADS standard, Pacient age,
DDSM 1999 ’ 2620 | 10480 | Variable Mammography (CC y MLO) anomaly boundaries (low accuracy),
breast density
] BI-RADS standard, calcification type,
CBIS-DDSM | DDSM 1566 10239 |Variable | mprovements: DICOM standard and| yic¢ i tion, breast density, ROL etc.
more accurate ROI segmentation .
Format: CSV
United Kingdom, Anomaly type, malignancy, type of tissue,
MIAS 1994 le1 1322 1024x1024 | Mammography (MLO) center and circle around the mass

Table 1: Mammography image datasets.

The main characteristics of the most commonly used datasets for this type of task are summarized in table 1. The
quality of the images in the MIAS dataset is lower due to their antiquity, both in terms of creation and digitization. For

12
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the same reason they are not annotated with the BI-RADS standard or stored in DICOM format, factors that favor the
subsequent processing of the data. In addition, most of the related work that has been reviewed uses either INbreast
because of the quality of the images or CBIS-DDSM because of its size and the fact that it has been corrected and
adapted to current standards. For these reasons we have selected these last two datasets to perform the experiments.
Their main properties are briefly presented below.

3.1.1 CBIS-DDSM (Curated Breast Imaging Subset of DDSM)

This dataset is a subset of the DDSM (Digital Database for Screening Mammography), enhanced by Lee et al. (2017) to
standardize the data, correct annotations and bounding boxes, and generally format it similar to modern datasets used in
computer vision tasks. It contains 753 cases of calcifications and 891 cases of masses, categorized according to the
BI-RADS standard' It should be emphasized that in the article itself they define divisions into subsets for testing and
training, thus allowing comparison of relevant investigations. This division is made on a case-by-case basis, using 20%
for testing and the remainder for training.

3.1.2 INbreast

The dataset of images that make up this dataset are fully digital, unlike in the case of DDSM, which are mammographies
subsequently digitized through different methods. Therefore, the INbreast images have a much higher quality, although
their size is reduced to a total of 115 cases. Its creators Moreira et al. (2011) do not define a division between subsets,
but they do make some suggestions, so we randomly choose 90 patients for training and 25 for testing.

Usually the information related to medical images is stored using the DICOM format, which allows the image and
related information to be included in the same file. In our case we only use the images as input to the network, ignoring
the rest of the information present in the file, so we convert the files to png format. In addition, since a comparison
is made between both datasets, we establish a standard size of 224x224, resizing the images of both INbreast and
CBIS-DDSM.

3.1.3 Baseline datasets

Since the objective of our work is the use of explanation of reasoning techniques, we have reduced the problem to the
most basic task, the binary classification of the images as presented in the dataset, without using the segmentation or
other data that may be present. However, we believe it is relevant to use other datasets of images with different features
to compare the results of the visualization methods applied to a variety of problems.

MNIST? Dataset of images of handwritten digits. It has been chosen since it shares with mammographies the property
of being composed of grayscale images. This dataset is widely known and used as a reference for testing and comparing
several neural network models. The subsets are given in 600000 samples for training and 10000 for testing. We use
MNIST as an example of a classification task with multiple categories.

Cats & Dogs® This dataset of images available in Kaggle has been chosen, since it consists of 25000 color images and
is intended for binary classification. We have randomly divided it into 25% for testing and 75% for training.

To summarize, we consider the following use cases:

* Binary classification of a small dataset of digital mammograms.
* Binary classification of a medium-size dataset of digitized mammographies.
* Multiclass classification of a large size dataset of grayscale images.

* Binary classification of a large size dataset of color images.

3.2 System architecture

The key idea of this research is to provide a deep learning system that brings more confidence to the user and allows a
better understanding of the results to the developer. It also seeks to add value to existing and novel methods without
compromising their performance and facilitating a way of coupling with other workflows, without having to make
complex modifications. For this purpose, we propose the structure represented in Figure 9. The first flow, depicted in

'As specified by Aibar et al. (2011) this is a method of classifying mammography findings that is now considered the universal
language in the diagnosis of breast pathology.

“http://yann.lecun.com/exdb/mnist/

*https://www.kaggle.com/shaunthesheep/microsoft-catsvsdogs-dataset
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green, is the usual one in the development of neural networks through supervised learning; a dataset of images is used
to train the model, which will then be responsible for making predictions about new images. The second flow, in purple,
represents the explanation of the predictions. This explanation is achieved by applying a series of scoring techniques to
the model. A value is assigned to each area of the input image based on how much it affects the output and these scores
are used to draw a saliency map.

MNeural Network

I« | Results
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Figure 9: System architecture.

In this way, the end user of the system is presented with two types of responses: the class assigned to the input image and
a visual explanation of which areas of this image have influenced the result. This second visualization allows the human
being to verify in a simple way whether the network correctly identifies the areas of interest. In the case of breast cancer
detection, the specialist would simply have to check for abnormalities in the indicated region to be sure of the correctness
of the diagnosis. This explanation provides transparency and confidence, allowing more professionals to apply this
type of technique, thus increasing their capacity for analysis. A greater number of simultaneous mammographies can
be reviewed in parallel, achieving a preliminary diagnosis, avoiding fatigue and helping to obtain results of equal or
greater accuracy in the same amount of time.

Automatic diagnosis itself has the advantage of increasing the accuracy of detecting anomalies in radiographic images.
This, together with the explanation provided, would allow previously unnoticed relationships between lesions to be
uncovered, and areas highlighted by the interpretability algorithms that would otherwise have gone undetected by the
human eye to be repaired.

The basic components that make up this scheme are the recent XAl techniques explained in Section 2.2 and the deep
learning architectures used to perform the classification. Similarly to the visualization methods, two of the most recent
neural network models have been chosen in order to provide a more complete view of their operation by comparing
them. Both models are defined in Section 3.2.1.

3.2.1 Deep learning models

The choice of the two models employed was made taking into account their novelty and the factors that distinguish
them from other approaches. On the one hand, the Vision Transformer model stands out because it does not use
the convolution operation as is usual when designing a solution for an image classification problem. In contrast, the
EfficientNet architecture does consist of convolutional layers, but with an innovative design that makes it a good
candidate for this comparison. The origin and main features of both models are detailed below in order to provide
functional context.

Vision Transformer

Along with the XAI techniques application, another trend in the field of DL is the incorporation of the attention
mechanism in the employed models, especially in the fields of natural language processing and computer vision where
its effectiveness has been widely proven (Hafiz et al. (2021); Yang (2020); Niu et al. (2021)). This idea is inspired by
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Figure 10: Vision Transformer model structure diagram (Dosovitskiy et al. (2021))

human vision and how we process large amounts of information, concentrating on certain areas selectively and not as a
whole.

Initially, this mechanism was applied to existing neural network models, such as convolutional neural networks, helping
to improve the results obtained in terms of efficiency and accuracy. Due to the success achieved, in recent years models
purely based on the attention mechanism have been developed, such as the Vaswani et al. (2017) Transformer, initially
designed for NLP tasks.

Based on the possibilities of this type of architectures, its recent development and the good results reported in different
applications, the model defined by Dosovitskiy et al. (2021) called Vision Transformer has been chosen to perform the
image classification and to apply the reasoning interpretation techniques mentioned in the previous section.

As shown in Figure 10, the workflow starts by dividing the input images into equal-sized grids or patches, then creating
linear representations of reduced dimension of these inputs and feeding them to the encoder, training the model in a
supervised way. Its creators propose three different models, varying the size of the patch and the number of blocks
that make up the encoder, both the multi-head attention layers and the size of the MLP (Multi-layer perceptron) block,
which performs the final classification, and the size of the embedding.

The functional core of this model is the concept of multihead self attention (MSA) which is an extension of the
self-attention block commonly used in other neural networks. Broadly speaking, MSA involves executing in parallel k
self-attention operations and concatenating their outputs, each of which is called head in the original article. In this way,
it is possible to attend to different parts of the sequence in alternative ways in each execution, allowing the model to
obtain positional and contextual information.

The main drawback of this type of model is the need for large data datasets to achieve good performance, both in terms
of computational cost and accuracy of the results obtained.However, being a recently created architecture, it is to be
expected that its design and applications will be profiled as its use increases in different fields as shown in Khan et al.
(2021). Thus, performing a qualitative analysis by applying visual interpretation techniques of results on a ViT model
can be beneficial in order to better understand its inner workings, beyond the attention maps commonly used for this

purpose.
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Figure 11: Different neural network scaling methods (Tan and Le (2019))

EfficientNet

In Computer Vision, Convolutional Neural Networks, known by their acronym CNNss, are usually applied, especially to
solve classification problems. For this reason, the EfficientNet model has been chosen as a second architecture, since
this CNN has been recently designed by Tan and Le (2019). In the same article, the authors claim that the network
reaches and, in some cases, surpasses its predecessors in terms of accuracy on benchmark datasets.

The conventional neural network design procedure is based on developing neural models with a fixed resource cost, then
arbitrarily expanding the size of the network when more resources become available or increasing the resolution of the
input images during the training or evaluation phases, requiring tedious manual adjustment and not always achieving
optimal performance. In contrast, the EfficientNet model employs a dynamic scalability method, allowing for improved
accuracy without sacrificing efficiency. This technique allows unified scaling of network width, depth and resolution
through a fixed dataset of coefficients, the values of which are experimentally determined for each dimension. Figure 11
shows traditional scaling methods (b)-(d) compared to this compound method (e).

The focus in terms of improving convolutional neural networks is not so much on the novelty of the operations performed
in the layers that make them up, but rather on increasing their efficiency, trying to reduce the number of parameters and
FLOPS (Floating Point Operations Per Second). This translates into a reduction in execution costs, making it possible
to use these networks in devices with fewer available resources.

3.3 Experimental setup

The system on which the experiments have been executed has 4 Tesla V100 GPUs, two with 16GB of RAM and
two with 32GB and an Intel(R) Xenon(R) Silver 4210 CPU @ 2.20GHz. In order to facilitate the reproduction of
this research, the development has been based on open source software available for its usage, taking into account
the indications exposed in https://blog.ml.cmu.edu/2020/08/31/5-reproducibility/. The programming
language used is Python and the API Keras, included in the Tensorflow library, commonly used to build deep learning
models.

The decisions taken regarding the global conditions (hyperparameter values, network design, regularization methods,
etc.) under which the experiments have been performed are based on the results obtained by Steiner et al. (2021). In this
work different configurations for the training of several Vision Transformer models are proposed, with small adaptations
to our particular case in order to improve the accuracy of both networks.
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3.3.1 Implementation

The EfficientNet implementation is the official one, available in the tensorflow.keras.applications package,
while a Github repository is used for the Vision Transformer based on the official development but using Tensorflow
instead of Pytorch. Within the possible ViT configurations, ViT-B32 has been chosen which consists of 12 layers with
a width of 768, 3072 neurons in the MLP block and 12 attention heads, with a total of 86M parameters and a patch size
of 32.

Taking into consideration the recommendations of the articles consulted, it has been decided to follow the Transfer
Learning strategy, consisting of using pre-trained models, in this case on the Imagenet dataset.The chosen models allow
the download and use of the parameters obtained from a previous training on Imagenet. Once loaded, these network
layers are frozen and a classifier is added at the end, we have chosen to vary this classifier for each of the cases, both
architectures are shown in Figure 12.
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Dropout
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(a) Block added to the EfficientNetB5  (b) Block added to Vision Transformer model
model

Figure 12: MLP (MultiLayer Perceptron) blocks used for classification.

Activation functions

The activation functions utilized are:

» Softmax: it is used in the last layer of the models since it allows a probability distribution to be obtained
as output. This means that the number of neurons in the final layer is equal to the number of classes of the
problem and each entry in the vector generated corresponds to the probability that a given input sample belongs
to a particular class.

* GELU (Gaussian Error Linear Unit): this activation function was introduced by Hendrycks and Gimpel (2016)

with the idea of combining the dropout effect and the popular linear ReLU function. It can be understood as a
way of smoothing the effect of the latter by weighting the inputs by their value instead of their sign.
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Regularization

Two training regularization strategies, included as layers within the model, are employed:

* Dropout: this regularization mechanism, which consists of discarding some neurons randomly during
training, thus avoiding overfitting, was proposed by Srivastava et al. (2014). This technique introduces a new
hyperparameter that controls the probability of discarding neurons, the value of which is dataset to 0.2 after
several experiments.

* GlobalMaxPooling: During the pooling operation, downsampling occurs, which consists of replacing the
model output with a statistical summary of nearby outputs. In the case of max pooling, the maximum value of
a rectangular subregion of the input is selected and, in our case, with global max pooling, the entire input is
used to calculate this maximum as output. This operation makes the output representation invariant to small
translations of the input, simultaneously reducing its dimensionality. Several possible uses and benefits of this
type of layering are discussed in Christlein et al. (2019).

Although the dropout method is included in both blocks, the GlobalMaxPooling layer is only part of the layers added
to EfficientNet by benefiting from the convolutional layers of EfficientNet and converting the features extracted by
these into fixed-size embeddings.

Data augmentation

Usually, in particular in the case of transformers as demonstrated by Steiner et al. (2021), better results, in terms of
the calculated metrics, are achieved by using a larger number of images. Since some of the datasets are small in
size, we employ data augmentation techniques to provide the network with a larger number of images. The class
ImageDataGenerator allows to easily make modifications to the original images and introduce them in the final
dataset on which the model is trained, among the possible ones we have chosen: random rotation in a range of 20°,
height and width shifts in a range of 0.2, cropping following an angle of 0.15 clockwise, random zoom of range 0.15
and random horizontal flips.

Training considerations

Tests have been performed with three different optimizers: on the one hand, SGDW and AdamW proposed by Loshchilov
and Hutter (2019) and, on the other hand, RAdam by Liu et al. (2020a), with the parameters described in the previous
section. Although the two variants of Adam reached high values of accuracy in the first stages of training, in some cases
it was not possible to converge, obtaining a model unable to generalize properly, therefore the results obtained with
SGDW, more stable thanks to the use of momentum, are presented.

The main metric used during training is categorical accuracy, while losses are calculated using categorical cross-entropy,
as usual. The size of the image batch varies depending on the size of the dataset used being 16, 32 or 64. However, all
images are resized to 224x224 in RGB format in order to use the same input tensor in the neural networks and to avoid
possible alterations in the results.

Two callbacks of Keras are used to monitor the process: on the one side EarlyStopping with a patience of 50 epochs
and a minimum delta of 1e — 4 on the precision on the validation dataset, this function stops the training when the
number of configured epochs elapses without variations in the value of this precision and once finished it loads into the
model the weights with which the highest precision was obtained. On the other side, ModelCheckpoint periodically
saves the weights in a file with hS extension to be loaded later or to be used in other developments.

The total duration of the training is dataset at 300 epochs, but in most cases, learning stalls early and the function
mentioned in the previous paragraph stops the process.

The values of the hyperparameters are decided experimentally, performing repeated trials with variations to improve
training performance. The function of each is specified below:

* Weight decay: this parameter decreases the contribution of the coefficients (weights) to the loss function,

modifying the function to be optimized and allowing a local optimum to be found. This prevents overfitting.

* Momentum: it is used with the SGD optimizer and, roughly speaking, it accumulates the gradient of previous
stages (in a certain percentage), in addition to using the gradient of the current stage, to guide the search by
determining the direction to follow. This method achieves faster convergence speed.
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* Clipnorm: in this case, the technique used is called Gradient Clipping, specifically Gradient Norm Scaling, and
consists of modifying the derivative of the loss function to obtain a given vector norm when the L2 norm of
the gradient exceeds a threshold value. This regularizes the behavior of the gradient vector update, decreasing
the probability of obtaining disproportionately high or low values.

The values finally used are: weight decay = 1le — 4, momentum = 0.9 and clipnorm = 0.001.

Instead of using a learning rate with a fixed value, a scheduler is used to decrease its value as training progresses.
At each step of the optimizer, a cosine decay function with restarts (Loshchilov and Hutter (2017)) is applied to the
learning rate. The factor m employed to lower the learning rate decreases from 1 to « (preconfigured minimum value),
for s optimization steps, after which a warm restart is applied for ¢ times as many steps and with a m times smaller
learning rate. The values used in this function for these parameters are: m = 1, ¢t = 2, alpha = 1le — 6, initial learning
rate = le — 3 and s = 10e4.

3.3.2 Visualization techniques

Once the network has been trained, the weights with which the best accuracy was obtained on the validation subset
during training are loaded and applied together with the interpretability methods on an image extracted from the test
subset*. In addition to the original image, the Python OpenCV library is used to apply certain transformations to it and
study the results, these modifications are explained in more detail in Section ??.

For the implementation of the techniques based on gradients and occlusion sensitivity we use the library tf-explain,
while for the activation maps we employ tf-keras-vis. From the latter repository SmoothGrad and Vanilla Gradients are
also applied to compare the results, but as they are very similar these are not included in this report. They have been
chosen taking into account that both are open-source and are adapted to Tensorflow, being able to be applied directly
to a model based on Keras. Incorporation into the workflow is straightforward, as they use the already trained model
together with an input image, generating the corresponding visualizations.

Some of the techniques require certain customized configuration for their proper functioning:

* Occlusion Sensitivity: the size of the patch applied must be specified, in our case this value is 15. Experiments
have been carried out with the values 5, 10 and 15, achieving better results with the latter.

* SmoothGrad: the parameters used refer to the number of samples with noise to be generated from the original
image and the standard deviation of the normal distribution to generate such noise. Again on an experimental
basis, the values 5 and 0.5 are dataset, respectively. In this case, as the number of iterations increased, the
efficiency of the system was compromised and a trade-off had to be found between the efficiency and the result
obtained.

* Integrated Gradients: the number of times the gradients are applied, called “steps”, is passed to this function.
The documentation suggests a value between 20 and 300. As for the previous technique, and due to the wide
range of recommended values, different values are tested and finally a number of 20 steps is chosen, which is
sufficient to obtain explanatory results.

In the case of GradCAM, GradCAM++ and ScoreCAM implementations, it is necessary to make a small modification
in the model. Quoting the documentation of tf-keras-vis, when applying the activation function softmax in the last
layer of the model, it is possible that the generation of the attention maps is obstructed, so it is necessary to replace this
function with a linear activation. For this purpose, an instance of ReplaceToLinear is used, although it is possible to
define one of your own. Subsequently, an instance of Score must be created, to which the corresponding indexes of the
class of the target image are passed and returns the score given by the model, in this case we use CategoricalScore.

“Instead of a division into three subsets, only two subsets are used, one of which is used both for validation during training and
for testing.

19


https://opencv.org/
https://github.com/sicara/tf-explain
https://github.com/keisen/tf-keras-vis

Qualitative analysis through visual interpretability techniques of neural network models for mammography
classification

4 Experimental results

This section presents the results obtained by applying the XAl techniques. To complement them, the loss and accuracy
plots obtained on the training and test subsets, the confusion matrix and the values of the F1-Score, precision and recall
functions are added. The images will be organized according to the dataset of images to which they belong and the
model applied. The different visualization methods have been applied both to the original images extracted from the
test dataset and to some variations of them obtained performing the following transformations:

* Color transformations:

— Log transformation: All pixel values are replaced with their logarithmic values, so that dark pixels are
expanded (smaller amplitude) while brighter pixels are compressed to a lesser extent (larger amplitude).
The result is an image with the details in dark areas more visible.

— Gaussian noise addition: noise generated by an N (0, 1) distribution.

— Speckle noise addition: it is generated by multiplying the original image by the values obtained by a
standard normal distribution

— Addition of a black rectangle: a rectangle of random dimensions and location is generated that hides part
of the original image.

* Spatial transformations:

— Warp affine: it consists of a linear deformatio of the image, including a translation, i.e. a transformation
that can be expressed in the form of a matrix multiplication followed by a vector addition. Examples of
this type of transformations are rotations or scaling operations.

— 180° rotation of the original image.

In order to organize the information contained in this section, it has been divided into a subsection for each data dataset
and each of them, in turn, into two sections, one for each model. In addition to including the images with the results,
specific observations to be taken into account for each one will be added; however, both the global analysis of the
interpretability techniques and the comparison between the models are developed in Section 5.

4.1 CBIS-DDSM

None of the proposed models achieve good results on this dataset, compared to works such as that of Al-antari et al.
(2020), which report an accuracy of 97.50% on a similar diagnostic task. The key difference is that they focus first
on detecting the lesion and then perform classification. Nevertheless, such systems have a higher complexity design,
applying several preprocessing techniques to the images prior to their input to the network and employing hybrid
systems for localization, feature extraction and classification with multiple neural networks.

Considering that the objective of this study is the comparison of different methods of visualization of reasoning,
the workflow has been simplified, using the dataset images directly as input to the model.In the case of the Vision
Transformer, the image is divided into patches of size 32x32 at the input of the network, being images of dimensions
224x224 a total of 49 patches are obtained. In Figure 13 you can see an example of how this division would be done in
an image belonging to the CBIS-DDSM.

Figure 13: Image divided into network input patches (CBIS-DDSM).
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In order to perform a more comprehensive analysis, Figure 14 indicates the area of the mammography where the
calcification is located. In an ideal scenario, the network should unambiguously identify this region to correctly assign
the corresponding class to the image. Therefore, XAl techniques will indicate whether the model has taken into account
the correct area of the image in the classification or not.

Figure 14: Region of interest segmentation (CBIS-DDSM).

EfficientNet

In the case of this CNN, the accuracy obtained is 69.25%, which is quite low compared to other works mentioned above.
The interpretability techniques have been applied to an image of the “malignant” category, i.e. showing signs of a
possible breast tumor, such as masses or calcifications. In Figure 16 we can see the results. The first thing that is striking
is the results of the last 3 columns representing the CAM-based methods, the most prominent regions are located in the
corners of the image, away from the breast itself, where the information needed to perform the classification is located.
The occlusion technique shows the most disparate results between the different image variations, while the gradients do
not show significant differences in general.
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Figure 15: ENet: Loss function and categorical accuracy plots (CBIS-DDSM).
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Class | Precision Recall Fl1-Score | Support
Benign 0.68 0.77 0.73 386
Malignant 0.59 0.48 0.53 265
Accuracy 0.65 651
Macro average 0.64 0.63 0.63 651
Weighted average 0.65 0.65 0.65 651

Table 2: ENet: Classification report (CBIS-DDSM)

WVanilla Gradients Gradient*Input

SmoothGrad Integrated Grad. Occlusion Sens. GradCAM GradCAM+ + ScoreCAM

180 Rotation Warp Affine Log Transtormed Criginal

Gaussian Noise

Speckle Noise

Black Patch

EEEEECEEE

Figure 16: Visualization techniques applied to EfficientNet (CBIS-DDSM).
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Figure 17: ENet: Confusion matrix (CBIS-DDSM)

Vision Transformer

This model achieves 59.91% classification accuracy, significantly worse than EfficientNet and the reviewed literature,
even close to randomness as it is a binary problem. However, techniques based on activation maps show breast-centered
regions of interest, although very sensitive to the transformations applied to the target image, as can be noticed in Figure
19. In contrast to the Gradient*Input algorithm, all other gradient-based methods produce positive results in the black
areas of the image. The reason why this technique differs from the others is logical, since it multiplies the importance
values obtained by the input pixels whose values are higher in the lighter areas. Also note the square areas that form the
patches into which the image is divided at the entrance of the network that form small units with their own attribution
maps.
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Figure 18: ViT: Loss function and categorical accuracy plots. (CBIS-DDSM)
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classification
Class | Precision Recall Fl1-Score | Support
Benign 0.60 0.94 0.73 386
Malignant 0.54 0.11 0.18 265
Accuracy 0.60 651
Macro average 0.57 0.52 0.46 651
Weighted average 0.58 0.60 0.51 651

Table 3: ViT: Classification report (CBIS-DDSM)
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Figure 19: Visualization techniques applied to Vision Transformer (CBIS-DDSM).
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Figure 20: ViT: Confusion matrix (CBIS-DDSM)

4.2 INbreast

Al-antari et al. (2020) use the same system with INbreast obtaining 95.32% on the same binary problem. These
images have a much higher resolution as they were created digitally, yet we reduced their size to use exactly the same
configuration between datasets. On the other hand, we also did not obtain comparable results with the models used for
the same reasons as with the previous dataset. Again, an example of input to the ViT model from this image dataset is
shown in Figure 21.

Figure 21: Image divided into network input patches (CBIS-DDSM).

In the chosen CBIS-DDSM image it was easier for the untrained eye to identify the region with the anomaly, in this case
it appears less obvious, as reflected in Figure 22. Applying interpretability techniques on this occasion also serves to
test whether the models encounter a difficulty analogous to that of the human eye in recognizing these areas of interest.
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Figure 22: Region of interest segmentation (CBIS-DDSM).

EfficientNet

The obtained accuracy is 68.18%, slightly higher than the classification result on the CBIS-DDSM. The results of the
gradient saliency maps in the natural and integrated gradients stand out, due to the low intensity of the attributions on
the image. In this case it seems that the results of the last columns of Figure 24, corresponding to the CAM-based
methods are closer to the area where the mass is located than in the case of the previous dataset of images.
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Figure 23: ENet: Loss function and categorical accuracy plots (INbreast)

Class | Precision Recall Fl-Score | Support
Benign 0.71 0.92 0.80 62
Malignant 0.38 0.12 0.18 26
Accuracy 0.68 88
Macro average 0.54 0.52 0.49 88
Weighted average 0.61 0.68 0.62 88

Table 4: ENet: Classification report (INbreast)
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Figure 24: Visualization techniques applied to EfficientNet (INbreast).
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Figure 25: ENet: Confusion matrix (INbreast)

Vision Transformer

In this case the transformer architecture achieves 72%, surpassing the CNN, but remaining quite far from the state of the
art. The visualizations are very similar to those obtained with the CBIS-DDSM image dataset, but with higher values of
importance translating into warmer colored areas in the CAMs and more intense points in the gradient-based ones.
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Figure 26: ViT: Loss function and categorical accuracy plots (INbreast)
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Class | Precision Recall Fl1-Score | Support
Benign 0.71 1.00 0.83 62
Malignant 1.00 0.04 0.07 26
Accuracy 0.72 88
Macro average 0.86 0.52 0.45 88
Weighted average 0.80 0.72 0.61 88

Table 5: ViT: Classification report (INbreast)
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Speckle Noise

Black Patch

Figure 27: Visualization techniques applied to Vision Transformer (INbreast).
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Figure 28: ViT: Confusion matrix (INbreast)

4.3 MNIST

The best classifier published on the MNIST image dataset® achieves an accuracy of 99.87%. Taking this value as a
reference, the results obtained by the models used are mediocre, but the objective in this case is to check which areas
of the input image affect the decision taken in a classification problem with multiple categories through the proposed
visualization methods. The images in this dataset are 28x28 in size, smaller than the patch used in the ViT, so they have
been increased in size in order to correctly perform the division, as shown in Figure 29..
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Figure 29: Image divided into network input patches (MNIST).

Shttps://paperswithcode.com/sota/image-classification-on-mnist
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EfficientNet

Taking into consideration the previous cases included in this report, it can be considered that the 96.05% accuracy
obtained by the ENet model in this dataset implies a good classification performance. As for Figure 31 we can highlight
the results of ScoreCAM, in which the represented digit does not seem to be correctly located. In contrast, the result
of GradCAM, in addition to focusing on the representation of the number remains constant in several of the different
transformations applied.
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Figure 30: ENet: Loss function and categorical accuracy plots (MNIST)

Class | Precision Recall Fl-Score | Support

0 0.98 0.99 0.98 980

1 0.99 0.99 0.99 1135

2 0.93 0.94 0.94 1032

3 0.93 0.96 0.95 1010

4 0.96 0.97 0.96 982

5 0.94 0.93 0.93 892

6 0.98 0.97 0.98 958

7 0.97 0.94 0.95 1028

8 0.97 0.97 0.97 974

9 0.95 0.94 0.95 1009
Accuracy 0.96 10000
Macro average 0.96 0.96 0.96 10000
Weighted average 0.96 0.96 0.96 10000

Table 6: ENet: Classification report (MNIST)
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Figure 31: Visualization techniques applied to EfficientNet (MNIST).
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Figure 32: ENet: Confusion matrix (MNIST)
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Vision Transformer

Among the experiments performed on the Vision Transformer network, the highest accuracy is obtained using MNIST,
with a value of 80.86%. Despite this, there is still a considerable difference between this and the values obtained by
other networks on the same task. Looking at Figure 34, the techniques that seem to be most accurate in terms of the
calculation performed during prediction are the heat maps produced by the GradCAM, GradCAM++ and ScoreCAM
techniques. In addition, image modifications seem to favor the calculations, obtaining maps of higher intensity.
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Figure 33: ViT: Loss function and categorical accuracy plots. (MNIST)

Class | Precision Recall Fl-Score | Support

0 0.81 0.90 0.85 980

1 0.99 0.98 0.99 1135

2 0.68 0.65 0.67 1032

3 0.76 0.79 0.78 1010

4 0.83 0.86 0.85 982

5 0.71 0.66 0.68 892

6 0.76 0.76 0.76 958

7 0.84 0.86 0.85 1028

8 0.85 0.79 0.82 974

9 0.81 0.81 0.81 1009
Accuracy 0.81 10000
Macro average 0.80 0.81 0.80 10000
Weighted average 0.81 0.81 0.81 10000

Table 7: ViT: Classification report (MNIST)
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Figure 34: Visualization techniques applied to Vision Transformer (MNIST).
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Figure 35: ViT: Confusion matrix (MNIST)

4.4 Cats & Dogs

This case study is the only one with images in RGB format, i.e., with 3 channels in the input image. The task of binary
prediction of dog and cat images is common® and different accuracy values have been reported over the years, reaching
approximately 99% hit rate. Although the images it contains are of different sizes, they have been resized and adapted
to the models. In Figure 36 we again observe an example of the segmentation required for training the transformer.
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Figure 36: Image divided into network input patches (Cats & Dogs).

SA competition in Kaggle was conducted to develop deep learning models that would classify the images in it.
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EfficientNet

As might be expected, the EfficientNet-B5 model achieves an accuracy of 97.65%, considerably better than in the
mammography datasets and comparable to those obtained by other CNNs in the same task. In this case, Figure 39

shows uniform results for most algorithms, except for the occlusion and Score-CAM techniques that seem to be more
affected by the input transformations.

Loss and Accuracy Plots

—— TWaining Loss —— Tain Accuracy )
I|| Walidation Less \Unlidekion Accuracy e T —
Fs
| -
1 | E
| 7
A Vi
"
II| /
)
\ ]
B | B !
| )
I'| > 080 {.’
i 10 | g /
g \ B flz
\ 2 g J
nE \ |
\ r;
\ |
'\\ ; i
[ Y
\ /
\ % . !
oa \ LES /
., \, Fi
" = {
e |
) — 160
n —— e //
) # = 1o 15 150

Fi 50 " 10n 125 150

MNumber of epochs Humber of epochs

Figure 37: ENet: Loss function and categorical accuracy plots. (Cats & Dogs)

Class | Precision Recall Fl-Score | Support
Cat 0.99 0.96 0.98 3124
Dog 0.97 0.99 0.98 3124
Accuracy 0.98 6248
Macro average 0.98 0.98 0.98 6248
Weighted average 0.98 0.98 0.98 6248

Table 8: ENet: Classification report (Cats & Dogs)
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Figure 38: ENet: Confusion matrix (Cats & Dogs)
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Figure 39: Visualization techniques applied to EfficientNet (Cats & Dogs).
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Vision Transformer

Contrary to what might be expected, ViT does not manage to obtain an accuracy close to the models consulted,
remaining at 67.22%. The maps obtained by the gradient-based methods are not at all conclusive, showing images with
hardly any information in the corresponding columns of Figure 42.
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Figure 40: ViT: Loss function and categorical accuracy plots (Cats & Dogs)

Class | Precision Recall Fl-Score | Support
Cat 0.67 0.68 0.68 3124
Dog 0.68 0.66 0.67 3124
Accuracy 0.67 6248
Macro average 0.67 0.67 0.67 6248
Weighted average 0.67 0.67 0.67 6248

Table 9: ViT: Classification report (Cats & Dogs)
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Figure 41: ViT: Confusion matrix (Cats & Dogs)
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Figure 42: Visualization techniques applied to Vision Transformer (Cats & Dogs).
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5 Discussion

The key difference between CNNs and transformers is the lower inductive bias of the latter, where inductive bias is
understood as a design choice when creating a learning algorithm based on assumptions about the data being processed.
Broadly speaking, the operation performed by convolutional neural networks is the systematic reduction of small-scale
information to global information through hand-coded convolution and aggregation stages (e.g., max pooling). In the
case of transformers this does not occur and they must learn this process during training, requiring a lot of data and
computational resources. In fact, the ViT model used achieves its best results using the Google JFT dataset of 300
million images, available only internally to this company. Taken together, these factors limit the research to those
groups that have access to large medical imaging datasets and access to extensive computational resources.

Even though the results of the networks are so disparate, we observe certain similarities: first, the effect of the dropout
is evident in the performance graphs (Figuras 15, 18, 23, 26, 30, 33, 37 y 40), showing better accuracy values and
losses on the validation subset. The cause of this is that learning is artificially hindered during training by eliminating
a percentage of units from certain layers, while in the validation stage the neural network has its full computational
capacity, performing better than during training. On the other hand, it is possible to correctly regulate the training and
avoid a pronounced overfitting to the data thanks to the techniques employed.

The interpretability technique most commonly employed in transformer models used in computer vision tasks consists
of simply showing the attention scores obtained by the layers that implement this mechanism, ignoring the effect of the
rest of the layers, so interpretability methods designed for convolutional networks have been applied. Nevertheless, it
should be noted that these approaches are not adapted to the particularities of self-attention modules, leading to results
that can be confusing. For instance, in Figures 19, 27 y 34 it can be seen how the positive and negative contributions
of the weights are interchanged in the gradient-based methods, except in Gradients*Inputs since they are weighted
by the values of the input image, as already explained in the previous section. This result is due to the fact that these
methods only take into account the output of the last layer of the model and not the partial results of each attention
module or “head”, so that the final image is reconstructed from the patches and the individual values obtained in each
grid are indicated and not at the global level, so that the pixels in dark or black areas move in a range of tiny values and
when scaling the individual contributions of these their value is multiplied exceeding the contributions of the patches
with higher intensity values. The relevance values should be propagated and integrated across the grid blocks, rather
than simply accumulating the individual results in the final image. In the case of the color images in Figure 42 again
higher values are observed for the gradients in the dark areas of the image, for example when performing the affine
transformation in the upper left corner.

As for the occlusion sensitivity method, there is no agreement on how the perturbation should be correctly applied to the
input sample division. In this case it has been applied individually to each patch, resulting in a display that is not very
accurate and is clearly affected by variations in the input image, especially in cases of noise addition. This is probably
due to the impossibility of associating a small occlusion in one of the patches with the overall classification result.

However, in the case of MNIST (Figure 34) where a higher degree of accuracy is achieved in the results, we can observe
how the CAM-based techniques focus on the characteristic zones that represent the “nine”, highlighting the circular
zone and the angle that it forms with the straight line. Moreover, these visualizations are practically unperturbed by
input transformations. Even in the case of gradients, it is possible to identify the area in which the digit is located, in the
case of Gradient*Input unambiguously and in the others by inverting the calculated values.

There are two primary factors that influence these visualizations. On the one hand, most of the studies consulted on ViT
models prove that, even using transfer learning, better results are obtained using a training subset with a large amount
of data, even better than using data augmentation techniques. On the other hand, since this is an n-ary classification
problem, the differences between classes are more noticeable and the network can more easily discern the characteristic
features of each class.

As for the visual techniques, it is quite clear that direct representations of the gradients do not provide relevant
information about the model results. The same applies to the perturbation-based method. In both cases the information
at the level of each patch does not provide a valid explanation, since it does not allow drawing relevant conclusions
about the diagnosis provided. On the opposite, the activation maps by class do allow extrapolating conclusions and
fulfill the function of accompanying the hit rate, allowing the interpretation of the model.

The poor results in the classification of mammographies by Vision Transformer are blamed on the small number of
images that form them and the inability of the network to generalize. However, in view of Figure 19, especially the
visualization generated by Grad-CAM, it can be seen that the network correctly identifies the region close to the lesion.
Refining this localization with GradCAM++ shows that the location of this area is not as precise, but it is still located
in the vicinity. It is possible that this is because the splitting of the input image allows the model to learn spatial
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relationships present in the image and the abnormality in the mammography is detected, but the association between
this abnormality and the label of “malignant” is not reached due to the lack of samples. In Figure 27, especially in CAM
techniques, it can be seen how the network does identify certain regions of interest even by varying the input, although
these regions are vaguely close to the location of the malignant mass, it can be seen that they are not random, since they
remain at the edges of the same, ignoring the areas without data, except in the case of certain image transformations
that significantly alter the result of the visualization.

Regarding the EfficientNet model, the results are similar to those that could be obtained with other CNNs. Not as much
data is needed in the training as for the attention-based model, so the results obtained are better in terms of accuracy in
all experiments, except for the classification with INbreast. Based on the images in Figure 24 it can be assumed that
the problem lies in the small difference between mammographies classified as malignant and those considered benign,
as well as in the excess of black areas. The gradient values are practically null, generating a minimal attribution map,
even weighting them by the input values there is no clear answer. While the activation maps per class differ from each
other. With Grad-CAM it appears that the warmest color zone is close to where the mass is located. However with
Grad-CAM++ it does not seem to be located correctly, as there is no red zone nearby, although there are circular yellow
regions quite close.

In the case of Figure 16, the most intense generated visualizations continue to concentrate on the breast relief, in no case
the inner regions where the masses or calcifications that produce tumors are usually located are indicated. Considering
the location of the mass in Figure 14, an area of higher intensity can be identified in the gradient-based representations,
especially in the SmoothGrad result. Again, the inability to discern between network categories is demonstrated. This
supports the theory of lack of convergence during training identified in the plots in Figure 15, where multiple peaks of
accuracy are shown.

In contrast to the mammography cases, we have both the MNIST case in Figure 31 and the Cats&Dogs case in Figure
39 where the classification results are considerably better. In the case of the color dataset, it can be seen how the
network identifies the dog figure within the image almost clearly. Gradient-based techniques, especially SmoothGrad,
show the outline of the animal perfectly, indicating the regions used by the network for prediction. The same is true for
the occlusion technique, indicating in lighter colors the head and leg regions. GradCAM++ also centers the warmer
regions of the heat map around the head, while GradCAM generates a circular region around the dog. The analysis of
the visualizations in the MNIST case is similar, the attribution maps generated by the gradient values and the occlusion
technique highlight the edges of the digit, while GradCAM draws a circular map starting from the center of the digit
and encompassing it almost completely. It is easy to interpret the reasoning followed by the network in both cases,
visualizing the areas it identifies as relevant in the representations, identifying both the shape of the 9 and the outline of
the dog and classifying them correctly.

Finally, from the point of view of the transformations applied to the input image, it can be observed that in some cases
the results of the visualizations vary considerably. This effect may have the same origin as that of adversarial attacks
against neural networks. This type of attack consists in the imperceptible alteration to the human eye of an input image
to the network that manages to completely alter the result of the prediction made. Applying XAl techniques can help
to build more robust models against this type of attacks. Observing the results obtained, it can be detected that the
occlusion techniques are very sensitive to the addition of noise, providing unintelligible results. The changes presented
by other techniques, however, could result in confusion on the part of the network when classifying the image produced
by the transformation.
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6 Conclusions and future work

In this report we have defined a workflow based on the post-hoc interpretability of neural networks, focusing on
their possible application to computer-aided diagnosis systems in the field of medicine, specifically in the analysis
of mammographies with the purpose of detecting possible tumor signs. For this purpose, two of the latest neural
network models have been selected, one of them, with no known application by the author in breast cancer diagnosis, is
based mainly on the self-attention mechanism, a novel architecture and, therefore, scarcely studied. In addition, the
results of interpretability techniques that perform relevance attribution following different patterns and constructing
complementary visualizations that help to understand the reason for the decision taken by the model are presented.

After experimental evaluation of the proposed architecture, it can be concluded that the results in the mammography
classification task are not competitive with those obtained using other techniques documented in the area review.
However, these low accuracy values are complemented by the visualizations produced, providing a possible explanation
and allowing to change the direction of development in an informed manner. In this case, it may be beneficial to
employ dataset annotations to crop the images and reduce them to the region of interest, thus eliminating the noise
induced by the darker areas or, going to the other extreme, to employ thresholding techniques that convert the image to
binary values. Some of these approaches have already been contemplated in similar works. In addition, these other
systems, in order to overcome the lack of images, conveniently decompose the problem into two phases: lesion detection
and classification. This way, classification is only performed on mammographies that present some type of anomaly,
malignant or not. The works consulted that use this approach obtain much greater accuracy. It is to be expected that
improving this task will help to obtain more explanatory visualizations of the results obtained.

The analysis performed is qualitative, based solely on visual perception and comparison of the images through
observation. To complete this information, techniques could be applied on the images obtained to provide quantitative
information on the accuracy of the visualizations generated by the XAl algorithms, considering them as segmentations
and comparing them with the ground-truth. For example, the calculation of the Intersection Over Union metric or the
average percentage of accuracy at the pixel level. They have not been included in this study due to lack of time, but
it would be interesting to include these results in a future line of work in order to deepen the comparison between
techniques.

By improving the input data, the ViT model seems suitable for this type of task, since the division into quadrangular
samples added to the layers of attention allows the network to analyze the details present in each of these patches. In
light of the results obtained on MNIST, a division into a larger number of categories could also be considered, as has
been proposed in other works, for example, using the BI-RADS standard consisting of 6 different classes.

Pointing towards the explanatory visualizations generated, it seems clearly necessary to adapt most of the methods
developed for convolutional neural networks to other types of architectures such as the Vision Transformer, allowing to
extract information from the different attention blocks and combine them in a final attribution map, instead of simply
accumulating and extracting them from the final layer. This would help to obtain clearer relevance visualizations, such
as those extracted from the EfficientNet model.

It is possible to make a change in the implementation allowed by the Python libraries used. This modification
would consist of the inclusion during training of the visualization techniques as callbacks, making it possible to
monitor the process in real time through the Tensorboard tool and to establish decision making based on how the
process progresses. This would imply, for example, being able to see the result of applying GradCAM to each of the
training images right after they are processed by the model. Nonetheless, this line of development would increase the
computational cost of the model, which is already high due to the fact that the transformer architecture is designed for
natural language processing problems where the technical requirements of the system are much lower.

To summarize, interpretability is a feature of deep learning models that is increasingly desirable and sometimes
mandatory in legal terms. It is useful in building confidence with the user or simply to gain a better understanding of
the data and the model. The visualization of the areas of interest considered by the model in the input images allows the
development of more robust models against adversarial attacks, allowing decisions to be made based on how certain
input affects the learning process. The analysis demonstrates the ease of inclusion of this type of methods in existing
systems and the benefits they provide by complementing the numerical results and facilitating a visual explanation of
them. Combining this approach with the attention mechanism used in the transformer would enable a more widespread
use of artificial intelligence in healthcare applications, taking into consideration the individual contribution of the details
present in the analyzed image and allowing professionals to verify the diagnosis made quickly and directly.
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